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ABSTRACT 
 

Recommender systems (RSs) based on collaborative filtering (CF) are frequently used to deliver 
personalized services. However, profile injection attacks can easily affect them. As a result, attackers can 
easily manipulate the outcomes of these RSs. Informed attacks, which are also a type of profile injection 
attack, are very challenging to identify due to their high resemblance to genuine user profiles. Very limited 
research has been carried out to identify informed attack profiles, so there is a significant research gap to 
propose a technique to identify these profiles with good accuracy.  In our experiment, we proposed a new 
data partition scheme for better training and testing of machine learning models. We injected informed 
attacks to promote and demote a specific item and a set of 10 items in the MovieLens dataset, and we 
proposed a novel neural network-based ensemble approach. Its performance is evaluated based on 
accuracy, precision, and recall by comparing it with that of a classical voting-based ensemble model 
(CVBEM), along with other supervised machine learning models in the detection of informed attacks. 
Robustness of performance is ensured by using k-fold cross-validation. We conducted our experiment in 24 
attack scenarios with varying types of attacks, intentions, target item sizes, and attack sizes. Our study 
found that the proposed model's accuracy outperforms the other models' accuracy by a good margin of 
nearly 4% in most of the test scenarios. The CVBEM comes out as the second-best performer among all. 
The proposed model performs better not only in predicting biased users but is also more stable compared to 
traditional machine learning models. 

Keywords: Informed Attacks, Ensemble Model, Recommender System, Probe Attacks, Power User Attacks, 
Neural Network  

 
1. INTRODUCTION 
 

Finding the most relevant information 
from the pool of data in a reasonable time is quite a 
challenging task. RSs solve this problem by 
generating high-quality recommendations in almost 
no time. RSs are now a crucial part of the majority 
of e-commerce platforms such as Flipkart, Amazon, 
EdX, YouTube, and Netflix [1, 2], etc. One of the 
most well-known and frequently used types of RSs 
is collaborative filtering (CF)-based RS. It is 
developed on the straightforward idea that if two 
people have similar tastes in the past, there's a good 
chance they will have similar tastes in the future as 
well. CF-based RSs are also of two types; one is an 
item-based RS and the other is a user-based RS [3]. 
Amazon uses item-based RS because it reduces the 

time complexity of computation compared to the 
user-based RS [4]. This is assumed because the 
count of users in a system is much higher than the 
count of items. Thus, finding the correlation among 
the items is faster. In a CF-based RS, the prediction 
of ratings is a two-step process. In the first step, 
the similarity is calculated between the target user 
for whom the prediction is to be made and all the 
remaining users of the system by using the Pearson 
correlation [5], as shown in Equation (1). 

𝑆௫,௬ =  
∑ (௥ೣ,೔ି௥ೣതതത)(௥೤,೔ି௥೤തതത)೔∈಺

ට∑ (௥ೣ,೔ି௥ೣതതത)మ
೔∈಺ ට∑ (௥೤,೔ି௥೤തതത)మ

೔∈಺

                     (1) 

Here, 𝑆௫,௬ represents how similar users 𝑥 
and 𝑦 to each other. User 𝑥’s rating of item 𝑖 is 
represented by 𝑟௫,௜. 𝑟௫ഥ  is the average of all the 
ratings by user 𝑥. The subset of items 𝐼 is 𝑖 that are 
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rated by users 𝑥 and 𝑦. The result of this equation 
falls between -1 to 1. To determine similarity in 
their research projects, BellCore [6] and LensGroup 
[7] both used Pearson Correlation. The second 
phase uses Equation (1) to filter out the top k 
nearest neighbors. The rating prediction is done by 
using Equation (2) [8]. 𝑃௫,௜ is the user 𝑥’s predicted 
rating for the item 𝑖.  

𝑃௫,௜ =  
∑ ൫௥೙,೔ି௥೙തതത൯ௌೣ,೙೙∈ಿ೐೔೒೓್೚ೝ

∑ หௌೣ,೙ห೙∈ಿ೐೔೒೓್೚ೝ
+ 𝑟௡ഥ                       (2) 

However, the cold-start problem is an 
issue with CF-based RSs [9, 10] and is highly 
susceptible to profile injection attacks [11, 12, 13]. 
In profile injection attacks, the attacker injects fake 
user profiles that look like genuine users to 
influence the rating prediction (push attack to 
promote and nuke attack to demote) for a particular 
item or set of items. The size of the attack and the 
size of the attack profile also play a significant role 
in affecting the predictions [14, 15].  Generally, 
attackers will automate this task, as it is hard to 
insert a large number of attack profiles manually. 
To avoid these profiles, the site owner tries to 
increase the cost of profile creation by making 
registration or a captcha mandatory before allowing 
users to enter the website [16]. Some types of 
attacks require more domain knowledge than 
others. The attacks that require more knowledge are 
hard to inject. For example, random attacks and 
bandwagon attacks are considered low-knowledge 
attacks, while segment attacks are considered high-
knowledge attacks. Commercial platforms also 
widely use content-based and hybrid RSs [17]. A 
content-based RS works on the keywords and 
descriptions of items. It can be attacked by hacking, 
but it is not as vulnerable to profile injection 
attacks, as the item’s description and keywords are 
filled in by the operator only on the platform. No 
permission is given to outsiders to modify the 
content of the product’s description [18]. 
Identifying the attack profiles and neutralizing their 
effects from the recommendations generated is the 
need of the hour. The following are this study’s 
main contributions: 
 Focus on Informed Attacks: Unlike most prior 

works that mainly detect simple attacks 
(random, bandwagon, love-hate), this paper 
specifically targets informed attacks (probe and 
power-user attacks), which are much harder to 
detect because they closely resemble genuine 
users. 

 New Data Partitioning Scheme: The authors 
propose a customized data partitioning 
approach to improve the training and testing 

process for machine learning models, which 
enhances the robustness of evaluation. 

 Neural Network-Based Ensemble Model: 
Instead of a standard voting-based ensemble, 
the paper develops a novel neural network–
based ensemble model that learns relationships 
between predictions from top-performing base 
models and actual labels, reducing 
overfitting/underfitting issues.  

 Evaluation on Multiple Scenarios: The study 
conducts experiments across 24 attack scenarios 
with different attack sizes (1%, 10%, and 20%) 
and both single and multiple target items, 
providing a more comprehensive analysis 
compared to earlier works. 

 Performance Improvement: The proposed 
approach consistently improves accuracy, 
precision, and recall — outperforming classical 
voting-based ensembles by around 4% accuracy 
on average. 

This research builds directly on our earlier 
work [19], where we discussed the concept of 
informed attacks in recommender systems and 
provided preliminary insights into their 
characteristics. That study focused mainly on 
analyzing the impact of informed attacks on the 
recommender systems. 

This study adopts a quantitative, 
experimental research approach using the 
MovieLens 100K dataset to detect informed attacks 
in recommender systems. The dataset was 
preprocessed to retain only user–item–rating data, 
after which probe and power-user attacks were 
artificially injected under 24 scenarios, varying by 
attack type, intention (push/nuke), target size (1 and 
10 items), and attack size (1%, 10%, 20%). Key 
profile-based features such as degree similarity, 
length variance, RDMA, and WDMA were 
extracted to distinguish genuine and fake profiles. 
The data was randomly partitioned into 70% 
training and 30% testing sets, with further internal 
splitting for model selection. Five supervised 
machine learning models—Decision Tree, SVM, 
Random Forest, kNN, and Naïve Bayes—were 
trained and evaluated using 10-fold cross-
validation, and the top three performers were 
selected. Their predictions were combined to train a 
neural network–based ensemble model, which was 
then tested on the unseen data. Performance was 
measured using accuracy, precision, and recall, and 
results showed that the proposed approach 
outperformed individual models and a classical 
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voting-based ensemble by approximately 4% in 
most scenarios. 

This research work is organized into the 
following sections. The literature survey is 
presented in Section 2. Section 3 outlines the 
informed attack model, along with its types. Section 
4 details the setup required for experiments, 
including the dataset's structure and various 
features that need to be extracted for identifying 
profiles, along with our proposed approach and the 
results of our experiment. The conclusion of our 
research, along with its future scope, is described in 
Section 5. 
2. RELATED WORK 
 

A few literary works in the domain of 
identifying biased user profiles from RSs are 
described in this section. 

Aktukmak et al. [20] proposed a 
framework in which a sequential detection 
algorithm is taught after an expectation-
maximization algorithm has trained a latent 
variable. This model produces a uniform 
distribution of users irrespective of age, gender, etc. 
Robustness is measured on the MovieLens, 
LastFm, and BookCrossing datasets. The mean 
detection delay (MDD) is used to evaluate the 
average delay in the sequential detection algorithm, 
while the area under the curve (AUC) metric is 
used to gauge the detection algorithm's accuracy. 
The mean AUC is reported to be between 0.1% and 
1%. It has also been proven that the MDD of 
the proposed model performs slightly better than 
the generalized likelihood ratio algorithm. In the 
real world, attackers can adopt new strategies; in 
that case, this approach has limited robustness, and 
there is computational overhead in implementing 
the algorithm.  

Zhang et al. [21] solved the problem of 
overtraining and reduced the cost of this process by 
proposing an unsupervised method based on divide 
and conquer to detect biased user profiles. It divides 
the attacks into standard and obfuscated behavior 
attacks. After that, it divides the profiles into 
clusters based on their extracted features. The 
proposed method does not require any prior 
knowledge. The authors used precision to measure 
their effectiveness on MovieLens-100K and the 
Netflix dataset for various types of attacks. The 
authors proved that their proposed techniques 
perform better in terms of accuracy and require less 
computational time in the identification of standard 
and obfuscated behavior attacks. 

Fuzhi et al. [22] proposed an approach to 
detect group shilling attacks based on the graphs 

from the RSs based on collaborative filtering. The 
proposed approach is a three-step process involving 
first constructing a chart depicting user connections 
derived from rating behaviors and identifying a 
low-dimensional vector representation for every 
graph node. The candidate groups are obtained 
using the k-mean++ clustering algorithm. Finally, 
the suspected groups are identified based on the 
clustering algorithm, namely Ward’s hierarchy. For 
evaluation purposes, F1-measure, recall, and 
precision metrics are used. The authors have proved 
that their proposed technique performs better on 
Amazon and Netflix datasets as compared to other 
baseline techniques, and computational cost is also 
improved, but it has less stability. However, this 
approach is ineffective in detecting shilling attacks 
if the graph is poorly constructed in the case of 
sparse data or noisy interactions.     

Barbieri et al. [23] proposed a generative 
approach to introduce biased user profiles into the 
system. It generates new biased user profiles with 
minimal variation from genuine users in the system 
by utilizing the generative model, specifically a 
variational autoencoder, on the 100K MovieLens 
dataset, demonstrating that these biased user 
profiles are hard to detect. These profiles are 
converted into biased ones by rating the target item. 
The authors demonstrated that their approach 
outperforms other model-based systems by 3% to 
5% at lower attack sizes. However, the larger the 
attack size, the poorer this approach performed. 
This model may not be flexible enough to detect 
attacks in real time if the system’s underlying 
dynamics change quickly, leading to missed attack 
detection. 

Rezaimehr et al. [24] designed a robust 
time and trust RS (T&TRS), which used a 
clustering algorithm to detect biased users. It 
determines the reliability value for all item ratings 
and classifies them as biased or unbiased. T&TRS 
considered rating time and implicit and explicit 
trust among users while creating the weighted user-
user network, and it finds communities as users' 
nearest neighbors to anticipate unknown item 
ratings. It removes the doubtful users and items 
from the rating matrix by using the clustering 
algorithm and generates the top k items for the 
users based on their interests. The authors show that 
after the identification of biased users and items, 
the precision of recommendations increases in 
comparison to KMCF-U, KMCF-I, and TOTAR. 

 The existing work is mainly focused on 
identifying profile injection attacks, such as 
bandwagon, reverse bandwagon, random, average, 
and love-hate attacks from the RSs. Additionally, 
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these studies concentrate on promoting and 
demoting a specific item only. In this paper, we 
introduced a new type of attack, i.e., informed 
attacks, which is a highly unexplored type of attack. 
Additionally, we not only inject the attack to 
promote or demote a single target item, but also a 
group of target items as well.  These attack profiles 
appear more similar to genuine users, while other 
attack types show sufficient deviation in the 
characteristics of genuine users. The existing 
machine learning models used for profile 
identifications have limitations, including poor 
accuracy against informed attack models, and their 
accuracy is highly unstable. To resolve these issues, 
a novel neural network-based ensemble approach is 
proposed, and its performance is evaluated against 
other models.  

3. INFORMED ATTACK MODELS 
 

The attacker modifies the system by 
injecting false user profiles and ratings that 
influence the system’s suggestions to genuine users, 
ultimately leading them to make incorrect 
decisions. These fake profiles affect genuine users 
in a large number. An attack type that requires the 
least system knowledge is easy to implement, and 
vice versa; however, a low-knowledge attack 
generally causes less impact on the 
recommendations made by the system. This paper 
discusses informed attack models, which are highly 
knowledgeable attacks. Informed attack models are 
mainly of two types: one is a probe attack, and the 
other is a power user attack.  

3.1 Probe Attack 
In probe attacks, the attacker introduces 

some malicious user profiles. These profiles give 
ratings to seed items, which are nothing but 
randomly selected items. The system's average 
rating for a certain item is assigned to these seed 
items. These attack profiles also give ratings to the 
target item. A push attack provides the highest 
rating possible; conversely, in a nuke attack, the 
target item is assigned the lowest rating possible. 
The relationship between these biased user profiles 
and actual users is used to make recommendations 
for actual users about the target item. The attacker 
can gradually learn about the system's rating 
distribution through the probe attack [25]. The 
probe attack’s algorithm is as follows: 

Probe Attack Algorithm: 

1. N number of fake user IDs are created (based 

on attack size). 
2. Repeat steps 3 to 5 for each fake user. 
3. A set of seed items is selected randomly. 
4. A fake user ID assigns the seed item’s average 

rating to that item. 
5. Fake user ID assigns a maximum and minimum 

rating in case of a push and nuke attack, 
respectively to the target item. 

6. k nearest genuine users are calculated for each 
biased user by Equation 1. 

7. Biased recommendations are generated for k 
genuine users by using Equation 2.  

3.2 Power User Attack 
Users with the highest association with 

other users within the system are known as power 
users. Hence, they have a large number of 
neighbors [26]. Generally, many items in the 
system received ratings from these users, and when 
correlation is calculated, they have something in 
common with other users. Correlated users also 
influence the recommendations of other users in the 
system. The attacker chooses a group of system 
power users to serve as the attack profiles. The size 
of attacks determines the number of users in this 
set. The target item or set of target items received 
the maximum possible rating in the case of a push 
attack by the power users. Similarly, the minimum 
possible rating is assigned to the target item or set 
of target items in the case of a nuke attack [27, 28].  

Power User Attack Algorithm: 

1. Calculate the ratings (count) given by each 
user. 

2. Filter out the top N users (power) who have 
given maximum ratings. 

3. For each power user, assign the target item the 
maximum and the minimum rating in push and 
nuke attack. 

4. Finally, biased recommendations are generated 
for genuine users based on power users. 

 
One advantage of the probing attack over 

the power user attack is that it requires less domain 
expertise. RS selects only a small set of seed items 
randomly. After that, it selects additional items and 
generates ratings for them [29].  

4. EXPERIMENTAL EVALUATION 
 

The prediction shift in the ratings of the 
target item is calculated to measure the efficiency 
of an attack. These attack profiles are identified to 
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counteract the impact of the attack, and their 
predictions are not considered when making 
recommendations. In the last one and a half 
decades, several studies have been carried out to 
detect these attack profiles. These anomalies can be 
detected by using supervised and unsupervised 
learning models [30]. Supervised models require 
labeling of sample data. They are used when we 
know the type of attack. Unsupervised models are 
used for unknown types of attacks. In general, 
supervised models generate higher accuracy than 
unsupervised models. To increase the accuracy of 
identifying attack profiles, we use a specially 
designed ensemble method. 

4.1 The Dataset 
The MovieLens dataset is used in this 

study [31]. The dataset does not have demographic 
information on the users, and each user has given 
ratings for at least 20 movies. For our research, we 
have removed the timestamp, genre of the movie, 
etc., and kept only users, movies, and ratings in the 
dataset. The dataset has a total of 100836 ratings 
given to 9,724 movies by 610 users. All the user 
IDs are in the range of 1 to 610. There are 10 
possible ratings, ranging from 0.5 to 5, with 0.5 
being the lowest and 5 being the highest rating. A 
user has given a maximum of 2,698 ratings in the 
system and a minimum of 20. The most popular 
movie ID is 318 among all movies, as it has 
received the maximum number of 5 ratings. The 
average user-submitted rating is 165.305, while the 
average rating for each movie is 10.369. The 
difference between the two closest ratings is 0.5. 
The users have given a rating of 4 most of the time. 
Figure 1 describes the distribution of the ratings in 
the dataset. 

 
Figure 1: Distribution of Ratings In The MovieLens 100K 

Dataset. 

4.2 Attributes to Detect Attacks 
These are user profile properties that help 

us separate genuine users from fraudulent user 
profiles. There are several attributes based on 
which user profiles can be distinguished; some of 
these are [32]: 
1) Degree similarity with top k neighbors 
(𝐷𝑒𝑔𝑆𝑖𝑚௫): it determines the similarity between 
users 𝑥 and its 𝑘 nearest neighbors as per Equation 
(3). 

𝐷𝑒𝑔𝑆𝑖𝑚௫ =
∑ ௦௜௠ೣ,೤

ೖ
ೡసభ

௞
                        (3) 

2) Length variance (𝐿𝑒𝑛𝑔𝑡ℎ𝑉𝑎𝑟௫): The basic 
idea of using this attribute is that a genuine user 
does not give ratings to thousands of items. If a user 
gives too many ratings in the system to maximize 
its impact, e.g., it gives a rating to the target item 
either maximum/minimum, and ratings to too many 
other items based on the property of the attack. It's 
possible that this user profile has not rated the items 
honestly. The system will mark it as a fake user 
profile and will not consider ratings from that user 
in the system. The variance in the length of the user 
𝑥 and the average length of other users in the 
system is measured by this attribute as given by 
Equation (4). 

𝐿𝑒𝑛𝑔𝑡ℎ𝑉𝑎𝑟௫ =  
|௟ೣି௟|̅

∑ (௟ೖି௟)̅మ
ೖ∈ೆ

                (4) 

Here, 𝑙௫ is the length of the user profile 𝑥 and 𝑙 ̅is 
the average length of all the user profiles in the 
system. 
3) Rating deviation from the mean agreement 
(RDMA): the average variance of the ratings for 
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every item that user 𝑥  has rated is measured by this 
attribute as per Equation (5). 

𝑅𝐷𝑀𝐴௫ =  
∑

ቚೝೣ,೔షೝഢതതതቚ

౪౟

ಿೣ
೔సబ

ேೣ
                         (5) 

User 𝑥  has given 𝑁௫ ratings 𝑥. Item 𝑖 has 
received 𝑡௜ ratings. 𝑟௫,௜ is the rating item 𝑖 received 
by the user 𝑥.  
4) Weighted deviation from mean agreement 
(WDMA): This attribute can be measured by 
Equation (6). 

          𝑊𝐷𝑀𝐴௫ =  
∑

ቚೝೣ,೔షೝഢതതതቚ

ห౪౟ห
మ

ಿೣ
೔సబ

ேೣ
                        (6) 

4.3 Experimental Methodology 
The paper follows a multi-stage 

conceptual model; initially dataset contains genuine 
users along with programmatically injected 
informed attack profiles. From this dataset, features 
are extracted such as DegSim, LengthVar, RDMA, 
and WDMA. Multiple supervised models are 
trained and tested on this specially partitioned 
dataset, and the top three performers are picked up, 
which are further combined with a neural network 
to generate our final ensemble model. The results 
are k-fold cross-validated and analyzed on the basis 
of precision, recall, and accuracy. 

The attacks in this research are 
implemented in 24 distinct scenarios. Both attacks 
are injected to promote and demote the target items, 
and for both intentions, the number of target items 
is 1 and 10. For each attack scenario, the attacks are 
injected with various sizes of attack, i.e., 1%, 10%, 
and 20%, as summarized in Table 1.    

Table 1: The Attack Scenarios of the Informed Attack 
Models. 

Name 
of 

Attack  

Objective Fixed 
Attribute 
(Size of 
Target 
Item) 

Variable 
Attribute 
(Size of 
Attack) 

Probe 
Attack 

Promote 
1 

1%, 10%, 
and 20% 

10 

Demote 
1 

10 

Power 
User 
Attack 

Promote 
1 

10 

Demote 
1 

10 

The proposed approach is a three-stage 
process: (1) partition and randomization of data, (2) 
selection of models and their training and testing, 
(3) training and testing of the neural network. In the 
first stage, the shuffled dataset is divided into two 
parts; the training data (SET-I) is 70% of the 
dataset, and the testing data (SET-II) is the 
remaining 30% of the dataset. 

In the second stage, five supervised 
machine learning models, namely Decision Tree, 
Support Vector Machine (SVM), Random Forest, 
k-nearest neighbors (kNN), and Naïve Bayes 
models, are selected. The SET-I is further divided 
into 70% training data (SET-III) and 30% testing 
data (SET-IV) without compromising the testing 
data, i.e., SET-II. The selected models are trained 
on SET-III and tested on SET-IV. For the final 
ensemble model, the top three performing models 
are chosen based on their accuracy on SET-IV. 

In the third and final stage, the predictions 
of the selected models and their actual values are 
now used as training data (SET-V) for the neural 
network. It establishes a relationship between the 
three models predicted and the actual values. The 
ensemble model is tested on SET-II. Figure 2 
describes the flow chart of the proposed approach.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 Journal of Theoretical and Applied Information Technology 

30th September 2025. Vol.103. No.18 
©   Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
7723 

 

 

Figure 2: The Proposed Approach’s Flow Chart. 

Table 2 describes the basic details of 
supervised machine learning models used in our 

research. All the experimentation work is done in 
the R language.  

Table 2: Basic Details of Classification Models Used. 

Sr. 
No. 

Model Package Method Parameter Description 

1. Decision 
Tree 

rpart rpart MaxDepth=25, 
minSplit=15 

A flow chart-like structure is 
used for both categorical and 
continuous variables. 

2. SVM e1071 svm Epsilon=0.2, degree=5, 
nu=1 

Used to carry out classification, 
regression, and density 
estimation. 

3. Random 
Forest 

randomForest randomForest Ntree=500, mtry=10 Used for classification and 
regression. Developed by 
aggregating the trees. 

4. kNN class knn K=10 Used for both regression and 
classification. It is a 
nonparametric algorithm. 

5. Neural 
Network 

neuralnet neuralnet  Rep=3,algorithm=”rprop+”, 
stepmax=100000 

Used to recognize patterns like 
humans. 

6. Naïve 
Bayes 

e1071 naiveBayes Na.action=na.pass, 
laplace=1 

It is a non-linear classification 
algorithm 

4.4 Performance Evaluation 
The five supervised machine learning 

models tested on SET-IV, as mentioned above, are 
measured based on their accuracy. The Neural 
Network, a CVBEM, along with the top three 
performing supervised machine learning models, 

is tested on SET-II and evaluated based on 
accuracy, precision, and recall [33].  
1) Accuracy (Acc): It is measured in 
percentage and defined as how accurately the 
machine learning model predicts the correct 
outcome as per Equation 7.  

          Acc% =  
େ୭୰୰ୣୡ୲ ୮୰ୣୢ୧ୡ୲୧୭୬ୱ

୅୪୪ ୮୰ୣୢ୧ୡ୲୧୭୬ୱ
∗ 100      (7) 
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2) Precision (P): It is all about how good 
the model is at predicting a specific category as 
per Equation 8.  

 P =  
େ୭୰୰ୣୡ୲ ୮୰ୣୢ୧ୡ୲୧୭୬ୱ ୭୤ ୟ ୱ୮ୣୡ୧୤୧ୡ ୡୟ୲ୣ୥୭୰୷

୅୪୪ ୮୰ୣୢ୧ୡ୲୧୭୬ୱ ୭୤ ୲୦ୟ୲ ୡୟ୲ୣ୥୭୰୷ 
        (8) 

3) Recall (R): It measures how correctly the 
machine learning model identifies instances of a 
specific category from all instances of that 
category, as per Equation 9.   

R =  
େ୭୰୰ୣୡ୲ ୮୰ୣୢ୧ୡ୲୧୭୬ୱ ୭୤ ୟ ୱ୮ୣୡ୧୤୧ୡ ୡୟ୲ୣ୥୭୰୷

୅୪୪ ୧୬ୱ୲ୟ୬ୡୣୱ ୭୤ ୲୦ୟ୲ ୡୟ୲ୣ୥୭୰୷ 
        (9) 

4.5 Results 
Accuracy is the main parameter based on 

which we select the top three performing models. 
The experiment is conducted in a total of 24 
different attack scenarios. Table 3 shows the 
average accuracy of five supervised machine-
learning models in these scenarios. To ensure the 
models do not suffer from the problem of 
overfitting and underfitting, 𝑘-fold cross-

validation is used in this research [34]. The 
accuracy of the top three performing models is 
represented by bold values. At the end of 10 
iterations, the average of all iterations is 
calculated, and based on the average, the 
accuracies of the models are compared. It is 
observed that Naïve Bayes gives the best 
accuracy; after that, Random Forest and SVM 
performed better than the other two remaining 
models. It is also observed that in three cases, the 
Decision Tree performed better than SVM, but the 
kNN performed the least among all the models. 
The Naïve Bayes, Random Forest, and SVM are 
the top three performers in terms of accuracy. 
Therefore, these models are used for the 
generation of the ensemble model. The predictions 
of these top-performing models and actual target 
values, along with the extracted features, are used 
to generate the SET-V, the neural network is 
trained on this set.  

Table 3: The Average Accuracy of 10-Fold Cross-Validated Various Models. 

Name of 
Attack 

Objective Fixed 
Attribute 
(Size of 

Target Item) 

Variable 
Attribute 
(Size of 
Attack) 

Decision 
Tree 

SVM Random 
Forest 

kNN Naïve 
Bayes 

 
 
 
 
 

Powe-
user 

attack 

 
 

Promote 
1 

1 78.91 81.11 81.49 74.57 83.52 

10 79.46 82.51 83.97 75.72 83.11 

20 80.57 84.39 85.03 78.52 85.00 

10 

1 76.43 76.08 79.54 71.64 82.25 

10 77.85 78.95 82.69 74.93 84.46 

20 78.27 82.79 82.10 73.00 85.16 

 
 

Demote 
1 

1 77.39 81.74 81.74 76.35 84.27 

10 79.24 81.18 83.81 76.19 86.31 

20 80.09 82.19 84.72 77.07 86.79 

10 

1 76.34 77.12 78.30 71.63 82.46 

10 77.59 78.73 82.84 74.02 84.69 

20 80.80 80.44 85.52 73.40 83.07 

 
 
 
 
 

Probe 
attack 

 
 

Promote 
1 

1 79.62 82.30 86.16 73.63 85.73 

10 81.19 84.71 86.16 75.91 86.06 

20 81.96 84.22 88.89 75.99 88.07 

10 

1 78.33 79.11 80.76 71.50 82.61 

10 80.42 81.98 81.38 73.76 84.54 

20 81.70 81.61 81.32 74.38 85.11 

 
 

Demote 
1 

1 78.33 82.57 85.73 74.08 85.44 

10 80.93 86.89 86.88 74.51 86.04 

20 82.98 85.26 88.70 75.07 88.58 

10 

1 78.55 79.35 80.01 71.11 83.67 

10 79.65 81.24 81.35 73.57 83.08 

20 80.48 83.66 82.79 74.16 85.70 



 
 Journal of Theoretical and Applied Information Technology 

30th September 2025. Vol.103. No.18 
©   Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                     E-ISSN: 1817-3195 

 
7725 

 

The structure of the SET-V is shown in Table 4 
along with five sample values, which show the 

attributes of the original dataset and predictions 
generated by the Naïve Bayes, Random Forest, 
and SVM. 

Table 4: Structure of SET-V with Sample Values. 

 
The neural network is trained on the 

SET-V. It establishes a relationship between the 
predicted and actual target values of the top three 
performing models. The trained neural network is 
tested on SET-II. The predicted target value is 
compared with the actual target value to measure 
accuracy. The CVBEM, along with the top three 
performing models from the previous step, is 

compared with the proposed model. The precision 
and recall of our proposed model, the top three 
performing models, and the CVBEM are shown in 
Table 5. It is observed that both precision and 
recall are higher in our proposed model compared 
to others, which validates the better predictions of 
our proposed model. To ensure we get more 
accurate values, we use 𝑘-fold cross-validation. 

Table 5: Precision and Recall of Our Proposed Model and Other Models in Different Scenarios. 

Name 
of 

Attack 

Objective Fixed 
Attribute 
(Size of 
Target 
Items) 

Variable 
Attribute 
(Size of 
Attack) 

SVM Random 
Forest 

Naïve Bayes CVBEM Proposed 
model 

P R P R P R P R P R 

 
 
 
 
 

Power-
user 

attack 

 
 

Promote 
1 

1 0.75 0.76 0.80 0.83 0.82 0.84 0.87 0.92 0.95 0.91 

10 0.81 0.82 0.80 0.80 0.86 0.87 0.91 0.88 0.91 0.93 

20 0.76 0.77 0.85 0.81 0.83 0.85 0.90 0.86 0.96 0.97 

10 

1 0.79 0.82 0.80 0.85 0.82 0.83 0.89 0.91 0.94 0.92 

10 0.77 0.81 0.83 0.78 0.83 0.86 0.90 0.92 0.92 0.95 

20 0.79 0.76 0.78 0.81 0.84 0.85 0.89 0.91 0.94 0.95 

 
 

Demote 
1 

1 0.79 0.76 0.85 0.84 0.86 0.81 0.89 0.90 0.95 0.97 

10 0.76 0.75 0.79 0.84 0.83 0.86 0.91 0.86 0.90 0.91 

20 0.79 0.76 0.82 0.81 0.82 0.81 0.88 0.87 0.93 0.93 

10 

1 0.81 0.79 0.83 0.85 0.86 0.85 0.90 0.86 0.97 0.94 

10 0.77 0.77 0.84 0.85 0.81 0.87 0.90 0.92 0.97 0.92 

20 0.83 0.78 0.83 0.83 0.86 0.87 0.92 0.88 0.96 0.96 

 
 
 
 
 

Probe 
attack 

 
 

Promote 
1 

1 0.75 0.82 0.83 0.80 0.83 0.84 0.92 0.88 0.93 0.94 

10 0.81 0.83 0.78 0.81 0.88 0.81 0.92 0.86 0.93 0.95 

20 0.79 0.81 0.82 0.85 0.88 0.82 0.87 0.90 0.95 0.95 

10 

1 0.75 0.82 0.83 0.82 0.86 0.87 0.90 0.92 0.93 0.96 

10 0.77 0.78 0.85 0.82 0.87 0.81 0.86 0.87 0.93 0.91 

20 0.81 0.81 0.79 0.80 0.88 0.85 0.85 0.92 0.97 0.94 

 
 

Demote 
1 

1 0.82 0.78 0.86 0.80 0.82 0.87 0.87 0.85 0.93 0.96 

10 0.81 0.81 0.82 0.85 0.86 0.86 0.88 0.87 0.91 0.91 

20 0.82 0.79 0.84 0.85 0.85 0.82 0.88 0.87 0.94 0.93 

10 1 0.80 0.80 0.78 0.79 0.83 0.87 0.92 0.86 0.97 0.97 

userI
D 

DegSim LengthVar RDMA WDMA Actual 
Target 
Value 

Naïve 
Bayes 
Prediction 

Random 
Forest 
Prediction 

SVM 
Prediction 

10 0.2535 4.2535 0.0235 0.0012 1 1 0 1 

120 -0.5210 8.1425 0.5723 0.1241 1 1 1 1 

52 0.8241 1.2145 0.1285 0.0175 0 0 0 1 

675 0.1752 3.846 0.2751 0.0121 1 0 1 1 

89 -0.2147 2.1241 0.1856 0.0195 0 0 0 0 
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10 0.82 0.75 0.85 0.79 0.87 0.82 0.90 0.90 0.97 0.92 

20 0.75 0.75 0.81 0.78 0.88 0.84 0.87 0.90 0.96 0.92 

 
Figures 3 and 4 show the accuracy 

comparison of the top three performing models 
from the previous step, the proposed model, and 
the CVBEM in the case of a probe attack for both 
intentions, i.e., promoting and demoting a target 
item, and target items of size 10, respectively. The 
results clearly show that the proposed model’s 
accuracy is much better than that of the CVBEM 
and the other three models, as it establishes a 
relationship between the actual target value and 
the value predicted by the top three performing 
models. It is observed that as the number of target 
items increases from 1 to 10, the accuracy of the 
models decreases, including our proposed model, 
because it increases the correlation of biased users 
with genuine users; as a result, it becomes difficult 
for the models to detect them. The accuracy of the 
models is almost stable, as expected, in push and 
nuke attacks at the same attack size. 

 

Figure 3: Accuracy Comparison of Models for Probe 
Attack in Push (PA) and Nuke (NA) Intention When 

Target Item Size is 1. 

 

Figure 4: Accuracy Comparison of Models for Probe 
Attack in Push (PA) and Nuke (PA) Intention When 

Target Item Size is 10. 

Figures 5 and 6 describe the accuracy 
comparison of SVM, Random Forest, Naïve 
Bayes, CVBEM, and our proposed model in the 
case of power user attacks for both intentions at 
target item sizes 1 and 10, respectively. It is 
observed that when the attack size is 1%, the 
accuracy of our proposed model is below 90% in 
all four cases, but as the attack size approaches 
10%, the accuracy of our proposed model crosses 
90%. It is also observed that the accuracy of our 
proposed model in the case of a power-user attack 
is lower than the probe attack because the power-
user attack is more knowledgeable, and its 
generated user profiles are closer to those of 
genuine users.  
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Figure 5: Accuracy Comparison of Models for Power 
User Attack in Push and Nuke Intention When Target 

Item Size is 1. 

 

Figure 6: Accuracy Comparison of Models for Power 
User Attack in Push and Nuke Intention When Target 

Item Size is 10. 

The robustness of the proposed model is 
ensured by using the 𝑘-fold cross-validation due 
to its simplicity and randomness compared to the 
other validation methods. The training and testing 
processes are cross-validated “𝑘” times on 
different samples of data. Each time, data of the 
same size is selected randomly, and their results 
are compared. By using this validation, a better 
understanding of the performance of the model is 

developed, although minor deviations can happen 
in real scenarios. 

For experimental purposes, the value of 
“𝑘” is 10 in this research; that is, the training and 
testing of the model are repeated 10 times in all 
scenarios. The CVBEM also performs better than 
the other three models, except for the proposed 
model, in most iterations for measuring accuracy, 
precision, and recall. Through the analysis, it is 
clear that most of the attacks are identified 
correctly by our proposed model.  

5. CONCLUSION AND FUTURE SCOPE 
 

The primary objective of this research is 
to develop a more robust ensemble model for 
detecting informed attacks that aim to promote or 
demote a single item or a group of items. To 
achieve this, we designed a new data partition 
scheme for the training and testing of existing as 
well as our proposed model. Our proposed model 
is not just a regular ensemble model, but is 
developed by combining several other best-
performing models on a more randomized and 
scalable dataset that yields more accurate and 
stable results than the CVBEM. To increase the 
effectiveness of the attack and make it hard to 
identify, we targeted a group of items so that the 
resemblance of both the biased and genuine users 
could be increased. This is the major research gap 
that we found in the previous studies in this 
domain. Our proposed model performs very well 
in this case as well. Although its performance 
decreases in this case, it is still better than its 
peers. We ensured the robustness of our proposed 
model by using 𝑘-fold cross-validation. In most of 
the attack scenarios, we achieved an accuracy of 
nearly 90% and surpassed the closest CVBEM by 
approximately 4%. The proposed model takes 
slightly more time in computation compared to the 
CVBEM, but that is negligible compared to the 
difference between the accuracies of both models.  

The proposed approach is tested on only 
the MovieLens dataset, which may limit 
generalizability to other real-world datasets with 
different rating patterns. The study considers only 
probe and power user attacks; other informed or 
hybrid attack strategies remain unexplored. 
Further research can be carried out to identify the 
additional attributes so that the accuracy of the 
proposed model can be increased. Also, 
experiments can be done to tune the parameters of 
the models to improve the accuracy and 
computational complexity.  
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