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ABSTRACT 
 

Feature extraction in the field of Text Processing or Natural Language Processing (NLP) has its own 
challenges due to the characteristics of unstructured text. Thus, the selection of the right feature extraction 
method can affect the performance of the classification.  This study aims to compare the accuracy of 3 word 
embedding methods namely Word2Vec, GloVe and FastText on text classification using Convolutional 
Neural Network algorithm.  These three methods were chosen because they are able to capture semantic, 
syntactic, sequences and even context around words. Therefore, the accuracy of these three methods was 
compared on the classification of news from the data set taken from the UCI KDD Archive, which contains 
19,977 news stories and is grouped into 20 news topics. The results show that the word embedding with the 
Fast Text method performs the best accuracy in the classification process. In fact, the difference in accuracy 
of the three methods is not crucially significant, so, it can be concluded that its usage depends on the 
applied data set. 

Keywords: Word2Vec, Glove, Fasttext, Word Embedding, Convolution Neural Network, Text 
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1. INTRODUCTION  
 

Extraction of features in the area of Text 
Processing or Natural Language Processing (NLP) 
presents unique difficulties owing to the 
unstructured nature of text. Thus, feature extraction 
is a critical step in text classification because it 
converts unstructured textual forms to structured 
textual formats that can be processed by learning 
model algorithms for further categorization into 
preset classes. Because the technique of feature 
extraction that is chosen has an effect on 
classification performance [1] , there have been 
many research on feature extraction targeted at 
increasing classification performance develepod 
nowdadys. Compressing data into vector space 
representation is one of the methods used in NLP 
for feature extraction. This method converts 
unstructured text to structured data using a term-
frequency matrix. [2][3].  

Historically, the Bag of Words model, which 
included term frequencies (TF), term frequency-
inverse document frequency (TF-IDF), and n-
grams, was the most often employed method for 

feature extraction. It is a model for decomposing 
text into a collection of terms based on their 
frequency of occurrence in a document [4] . The 
disadvantage of bag of words, on the other hand, is 
its inability to capture semantic connections 
between words in individual documents.  

Following that, the Word Embedding 
Technique was created, which is the process of 
turning alphanumeric characters into vector shapes 
[5]. Each word is a vector that represents a certain 
dimension of a point in space. Word embedding 
places words that have certain characteristics, such 
as being in the same context or having the same 
semantic meaning, close together in the space.[6], 
[7]. In summary, word embedding may capture both 
the semantic and syntactic meaning of a word.  

Then, in 2013, a Google team headed by 
Tomas Mikolov developed and released the 
Word2Vec technique for word embedding, which 
includes two models: Skip-gram and Continous Bag 
of Words (CBOW).[8]–[10]. Some studies using 
Word2Vec  models include Zhang et al.(2015), 
using word2Vec models for sentiment analysis 
about clothing products in China. Performance 
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measurement of sentiment classification is based on 
part-of-speech and based on lexicon. The results of 
the experiment showed that word2vec had good  
performance [18]. Yang  et al. (2018), using 
theWord2Vec model for Twitter election 
classification. They conducted the assessment by 
using convolution neural network (CNN) as its 
classification method while Word2Vec was aplied 
as its word embedding method. Their experimental 
results showed better results compared to 
classification methods such as SVM with TF-IDF 
and SVM with Word Embedding [19].   Jang  et al. 
(2019), using theWord2Vec method to classify 
news articles and tweets, with the highest accuracy 
of 93.41% for news and 90.81% for tweets  [20]. 

The next year (2014), Pennington, Socher, and 
Manning published a paper titled GloVe: Global 
Vectors for Word Representation. The paper 
introduces a novel word embedding technique 
called GloVe, which employs a co-occurrence 
probability ratio between words.[11]. Some studies 
using the GloVe  model include Dhiman & 
Toshniwal (2020), using the GloVe and Word2Vec 
models to detect an event using twitter data. In 
addition to that, JoSE which utilizes statistics of the 
semantic emergence of words and word-paragraph 
was applied  to capture contextual information in 
the data Their experiments resulted in better 
Precision, Recall and F1-Score than graph 
clustering-based methods [21]. Next  Eke et al. 
(2021)  conducted a study to identify Sarcasm from 
twitter data by using the GloVe model as a word 

embedding feature coupled with the Bidirectional 
Encoder representation and Transformer (BERT) 
feature which related to sentiment and syntax. Their 
experiments showed the highest precision at 98.5%. 
[22]. Then,  Roman et al.(2021)  conducted a 
citation intent classification using word embedding. 
They compared three models such as Glove, BERT 
and Infersent [23].   

Then, in 2017, Bojanowski et al. developed the 
Fast Text technique, a refinement of the Skip-Gram 
model used in the word2vec method. Thus, this Fast 
Text approach investigates word representation by 
taking into account the word's subword 
information.[12]. Some studies using the FastText 
model include Hasanah et al. (2021) who conducted 
studies to identify people awarness of  COVID-19  
through citizen conversations on Twitter. It aims to 
help relevant parties make policies to develop 
appropriate emergency response strategies in the 
face of changes in people's behavior due to 
pandemics. From the data obtained, the 
classification process was carried out using a 
combination of word embedding (FastTest and 
Word2Vec) with deep learning methods. The 
classification results showed the highest accuracy of 
99.4% [24].    Imtiaz et al.(2020) use a 300-
dimensional FastText model to detect duplicate 
questions on Quora. Quora is a growing platform 
that consists of a collection of user-generated 
questions and answers. Effectively detecting 
duplicate questions will make it easier to find high-
quality answers as well as  saving time. The model 

Figure 1 :  CBOW Architectural Models and Skip-Gram 
Source : “Efficient estimation of word representations in vector space” paper [8] 
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proposed in their study, was testing 100,000 pairs 
question. Then, the results of the brand experiment 
showed that the proposed model achieved 91.14%  
accuracy [25]. Then in the Le et al. (2019) was 
presented an innovative approach by interpreting 
DNA sequences as a combination of continuous 
FastText N-grams, which were then incorporated 
into the Deep Neural Network to classify them. 
Their approach was able to achieve cross-validation 
accuracy of 85.41 and 73.1% respectively at two  
layers [26]. 

Finally, the widespread usage of the word 
embedding model in the area of natural language 
processing provides an opportunity to compare the 
performance of the Word2Vec, GloVe, and 
FastText word embedding models. 
 
2. WORD EMBEDDING 
 
2.1  Word2Vec 
 

The word2vec algorithm was created by Tomas 
Mikolov et al. in 2013. This algorithm is one of the 
word embedding algorithms that mapping every 
word in the text into vectors that can carry the 
semantic meaning of the word. Word2vec is one of 
the unsupervised learning applications using a 
neural network. It consists of a hidden layer called 
the projection layer and a fully connected layer 
which is  trained using stochastic gradient descent 
with a backpropagation algorithm. The projection 
layer is the mapping of the word in the context of n-
gram into the form of continuous vectors. Words 
that appear simultaneously or repeatedly in the 
context of N-gram have a tendency to be activated 
by the same weight, resulting in a correlation 
between words. 

Weights connect the input layer with the 
projection layer as well as  connect the projection 
layer with the output layer. Weights between the 
input layer and projection layer are represented by 
the V x N size W matrix, where V is the dimension 
of the input layer and N is the dimension of the 
projection layer.. Between the projection layer and 
the output layer, matrix W is represented by a 
matrix measuring N x D, where N is the dimension 
of the projection layer and D is the dimension of 
the output layer. 

Word2vec relies on local information from the 
language [13].  The semantics learned from a 
particular word are influenced by the surrounding 
words. Wod2vec demonstrates the ability to study 
linguistic patterns as linear relationships between 
word vectors. 

Two architectural models that can be used in 
word2vec, namely Continuous Bag-of-Word 
(CBOW) and Skip-Gram. Both models can be seen 
in figure 1.  

In the CBOW model, word2vec uses words 
that are in preceding and following the target word 
and is limited to a window predicting the target 
word. While skip-gram uses a word to predict 
words that are before and after the word that is 
limited by the window. A window is used as a 
kernel to obtain input and target words. The 
window is shifted from the beginning to the end of 
the wording. As an example, when the window size 
is given at 2, then word2vec will consider 2 words 
in before and 2 words after a word associated with 
it. Illustrations from the window can be seen in 
figures 2 and 3.  

 
2.2  Glove 
 

Glove,  global vector, a technique that  takes 
advantage of two different approaches: count-based  
(e.g. PCA, principal component analysis) and direct 
prediction such as word2vec. 

Unlike word2vec which relies solely on local 
information from words with local context 
windows, the GloVe algorithm also combines word 
co-occurrence information or global statistics to 
obtain semantic relationships between words in the 
corpus. GloVe uses the global matrix factorization 
method, a matrix that represents the appearance or 
absence of words in a document [11].  Word2vec is 
a feedforward neural network model, so it is often 
referred to as neural word embeddings, while 
GloVe is a log-bilinear model or often referred to as 
a count-based model. It means that GloVe learns 
the relationship of words by calculating how often 
words appear with each other in a given corpus. 
The probability ratio of the appearance of words 
has its potential to encode some form of meaning 
and help to improve the performance on the 
problem of word analogy. 

The GloVe model aims to study the vector of 
words in such a way that the dot product of those 
words is equal to the logarithm of the probability of 
words to appear together or the probability of their 
co-occurence. The Glove Model can be written 
down as follows. [11] : 
 

 
(1) 

 
where w is the word vector,  is the context word 
vector, bi and bk are scalar biases for the i-word 
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Figure 2 :  Illustration of CBOW Architecture with window size 2 

Figure 3 :  Skip-Gram Architecture illustration with window size 2 
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and the k-word context. X is a word co-occurrence 
matrix in which each Xik element represents the 
number of times the word i appears in the k-word 
context. Context word itself is a collection of words 
consisting of words that are in before and after the 
word i as much as windows size given. Then each 
word will be given weighting by way of 1 / 
distance. the distance  in this case belongs to the 
distance between the context word and the position 
of the word. To calculate the function of the weight 
f(Xik), can be conducted within an equation as 
follows [11]: 
 
 

(2) 
 
 
Then by incorporating equations (1) and (2) into a 
cost function produce a model as follows [11]: 
 
 

(3) 
 
 
2.3  FastText 
 

FastText can be defined as a word embedding 
method which is part  of the  word2vec  
development [12], Developed by Facebook's AI 
research team, this model was inspired by research 
conducted by Mikolov et al. and managed to show 
that their model was able to train at 1 billion words 
within 10 minutes, within performing quality of 
results compared to other models. [14]. The 
FastText model architecture is similar to the 
CBOW architecture in Word2Vec, however, it has 
a hierarchical structure and represents words in 
dense vector form. In addition,  there is a hidden 
layer between the input layer and the output layer,  
as shown in figure 4. [14] 
 

 
Figure 4 : Model architecture offastText for a sentence 

with n-gram feature x1, x2, … xN 

Source : “Bag of tricks for efficient text classification” 
paper [14] 

This approach investigates word representation 
by including sub word information. Each word is 
represented by an n-gram sequence of characters. 
Thus, it may aid in the comprehension of shorter 
words and enable people to comprehend the 
suffixes and prefixes of the word. Each n-gram 
character has a vector representation, and words are 
represented as the total of those vector 
representations. After the word is represented using 
the n-gram character, it is trained using the CBOW 
architecture to determine the word's embedding 
vector. 

By and large, models that examine the 
vectorization of words disregard the morphology of 
the word, since each word has a unique vector. As a 
result, it imposed a restriction on the representation 
of terms from languages with a big vocabulary and 
a high proportion of uncommon words. 

FastText is an excellent performer, capable of 
rapidly training models on huge datasets and 
providing representations for words that do not 
exist in the training data. When a word does not 
occur during model training, its vector embedding 
may be determined by breaking it down into n-
grams. 
 
3. METHOD 
 

The stages in this study is described in Figure 
5, starting from dataset collection then continued to 
training process, model testing, and finally it is 
ended by calculating the accuracy. 
 
3.1 Data Set 
 

The data set used in this study was a data set 
taken from the UCI KDD Archive [15], which 
contained 19,977 news stories and was grouped 
into 20 newsgroups or topics, thus, each news topic 
consisted of an average of 1,000 news stories. This 
data was be divided into 11,986 training data and 
7,991 test data. 
 
3.2 Text Classification 

 
Deep Learning has shown its dependability in 

the area of Natural Language Processing by 
successfully solving a variety of categorization 
difficulties. Consider the Convolutional Neural 
Network (CNN), which is capable of effectively 
representing meaningful representations of 
sentences in language categorization and  
modeling [16].  

In this research, one-dimensional CNN is used 
to model the categorization of news articles into a  
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variety of themes in the dataset since it is very 
successful at reducing the characteristics of fixed-
length segments throughout the whole dataset and 
works well for Natural Language Processing (NLP) 
issues. 

Figure 6 shows the used of CNN architecture, 
consisting of input layer, convolutional, max 
pooling, and fully connected. 
a. Input Layer 

To begin, the text of each news item was 
converted into a 300-dimensional word vector 
representation using word embedding 
(Word2vec, GloVe, FastText), and then 
presented as a document vector. Each news 
subject includes 1000 news articles; therefore, 
the input matrix will be 1000 x 300. 

b. Convolutional Layer 
The convolutional layer is composed of neurons 
that are organized in a pattern to create a filter.  
This layer included 128 filters with a window 
size of 5 that were arranged vertically over the 
whole input matrix. After performing a "dot" 
operation between the filter weight and  
the weight of the input matrix, as well as a non-
linear operation with the ReLU activation 
function, an activation map or feature map is 
produced that includes significant lower-
dimensional features in the first hidden layer. 
Then, the first hidden layer's feature map will 
be used as the input for the second 
convolutional layer, and so on. Three 
convolutional layers are used to create the CNN 
model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

c. Max Pooling Layer 
The Max Pooling Layer will extract the 
greatest value from components within a five-
dimensional window, ensuring that the most 
critical information is extracted from the 
feature map of the convolution results. 

d. Fully Connected Layer 
The preceding hidden layer's output, a 
reshaped feature map, is linked to the output 
layer to be categorized. At this layer, softmax 
activation functions and loss functions are 
employed, as multiclass output variables are 
encoded using a one-hot encoding consisting of 
the values 0 and 1, respectively. 
 

In addition to utilizing Adam's optimization 
algorithm, the CNN was trained with batch 
size=128 and epoch=20. To prevent overfitting, 
each hidden layer would use a dropout regulation 
technique [17] with a rate of 0.5, which would 
randomly deactivate 50% of neurons during the 
training phase. 
 
3.3  Accuracy Calculation 
 

A small application was developed using the 
python 3.9 programming language and the jupyter 
notebook 6.4.0 IDE, with a dataset of 20 
newsgroups, to evaluate the accuracy of three word 
embedding techniques, namely Word2Vec, GloVe, 
and FastText categorized using the Convolutional 
Neural Network (CNN) algorithm. The hardware  
 

Figure 5 : Block diagram of the overall architecture of our method 
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specifications used at the time of the experiment 
were shown in Table 1.. 
 
Table 1: Hardware Specifications used by experiments 

Item Detail 
OS Microsoft Windows 10 Pro, 64-bit 
CPU Intel(R) Core(TM) i7-1065G7 
RAM 16GB 
GPU NVDIA GeForce MX350 
CUDA 11 

 
Table 1 shows the hardware specifications for 
running the CNN algorithm we use. We're trying to 
maximize deep learning speed through Compute 
Unified Device Architecture (CUDA) yang 
dikembangkan NVIDIA [27].  CUDA is a General-
Purpose computing Graphics Processing Units 
technology that enables the use of parallel 
processing algorithms in the Graphics Processing 
Unit (GPU). We used CUDA to accelerate the 
research process via processing CPU-processed 
operations on the GPU. 

While, in order to testing the performance of 
Word2Vec, GloVe, and FastText, the accuracy 
formula was used as follows 

 
 

  
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
where True Positive (TP) denotes the number of 
real positives among the predicted positives, and 
True Negative (TN) denotes the number ofreal 
negatives ofthe predicted negatives. Similarly, 
False Negative (FN) denotes the number ofreal 
positives among predicted negatives, and False 
Positive (FP) denotes the number ofreal negatives 
among predicted positives. Therefore, accuracy 
denotes the proportion of documents classified 
correctly by CNN among all documents [28]. 
 
 
4. RESULT AND DISCUSSION 
 

The training process uses 11,986 training data 
and one target with 20 newsgroup classifications. 
While the parameters of the CNN model used are 
shown in Table 2.  
 

Table 2 : CNN Parameters used 
Parameter Value 

Epochs 1 - 20 
Learning Rate 0.001 
CNN dropout probability 0.5 
Optimization Algorithm Adam 

 
After experimenting, the results of training 
accuracy and testing data were obtained in the 
dataset of 20 newsgroups shown in Table 3 and  
Figure 7..  
 

(4) 

Figure.6 :  CNN Archihetcure for Text Classification 
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Table 3 : Word Embedding Accuracy Measurement 
Results 

Word Embedding Accuracy (%) 
Word2Vec 92.5 

GloVe 95.8 
FastText 97.2 

 
Based on the results of the performance 

evaluation of the three word embedding 
(Word2Vec, GloVe and FastText), it was obtained 
that FastText performance is superior. FastText has 
the ability to provide word representations that do 
not appear in training data or are able to overcome 
out of vocabulary problems. Words that are not 
found during the trainingprocess, the word is 
broken down into  n-grams in the form of a 
collection of syllable sequences to get  embedding 
the vector. This advantage is evident from the 
results of experiments that showed better FastText 
performance compared to Word2vec and GloVe for 
both datasets of 20 news groups.  

The results of this experiment are in line with 
some studies showing word embedding FastText 
works more effectively than in some datasets [29]. 
Kang    et al. (2016)  found that Word2Vec 
provided the best performance on word embedding  
comparisons of Word2vec CBOW, GloVe, and 
Collobert & Weston for English and Cross-Lingual 
Chinese Word Sense Disambiguation [30].   

Another study conducted by Li  et al. (2018),  
where they conducted a study comparing three 
word embeddings (Word2Vec, GloVe  and  
FastText)in the case of tweet crisis classification.  
Word embedding used is  pre-trained  from the 
corpus of Google News, Wikipedia or Twitter, and 
word embedding  built from the crisis-specific 
domain of the tweet corpus.  . The result is that 
crisis-specific embedding is more suitable for more 
specific classifications of crisis-related tweets, 
while  pre-trained embedding is more   suitable for 
more general classifications. Based on those three 
types of word embedding  (word2vec, GloVe and 
FastText), GloVe performed the best for all three 
datasets used (CrisisLexT6, CrisisLexT26 and 
2CTweets) [31].    

Naili   et.al (2017) investigated the topic 
segmentation in Arabic and English and found that 
word2vec and GloVe were more effective than 
LSA for both languages. Compared to GloVe,  
Word2Vec produces the best word vector 
representations with small dimensional semantic 
space. While the quality of the topic segmentation 
depends on the language used. The quality of 
segmentation in Arabic is worse than English due 
to its high complexity[32].  

 
(a) Word2Vec 

 

 
(b) Glove 

 

 
(c) FastText 

 
Figure 7: Graph accuracy training and testing data in 

dataset 20 newsgroups, with Word Embedding: 
Word2Vec(a), Glove(b) and FastText(c) 

 
 

Based on the results of experiments and several 
studies comparing the performance of Word2vec, 
GloVe, and FastText, it is proven that these three 
word embeddings  have competitive performance. 
Word  embedding performance depends on the 
dataset used and the domain of the problem solved. 
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5. CONCLUSION 
 

There are several methods that can be used to 
represent text into vector form, one of which is by 
using word embedding. Word2vec is a  word 
embedding in the form of a weight matrix obtained 
from the results of unsupervised neural network 
learning training.  Wod2vec relies on local 
information from the language. The semantics 
learned from a particular word are influenced by the 
surrounding words. Unlike Word2vec,  GloVe 
shows how to engage the global statistical 
information contained in a document. The semantic 
meaning of a word is influenced not only by the 
words around it but also the global statistical 
information of the document. GloVe uses the ratio 
of co-occurance probability between words. 
FastText is built from a word2vec model that maps  
subword/syllables.  .  

According to the results of tests of the accuracy 
of the three word embedding, FastText outperforms 
Glove and Word2vec for the dataset of 20 
newsgroups, the accuracy is 97.2% for FastText, 
95.8% for Glove and 92.5% for Word2Vec. 
Word2vec and GloVe are unable to represent 
vectors of words that are not in the corpus (out of 
vocabulary). Unlike FastText which can be relied 
upon for this out of vocabulary  problem. The best 
performance of the experiment was obtained using 
Word Embedding  FastText. However, the 
difference in accuracy between the three techniques 
is not statistically significant, demonstrating that 
these three methods have competitive performance. 
The accuracy of these three word embeddings is 
dependent on the data set used and the domain of 
the issue addressed, therefore other data sets and 
domain problems to be solved may be added for 
future study. 
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