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ABSTRACT 
 

The application of Support Vector Machines (SVMs) in face recognition is investigated in this paper. 
SVM is a classification algorithm recently developed by V. Vapnik and his team.  We illustrate the 
potential of SVMs on the Cambridge ORL face database, which consists of 400 images of 40 individuals, 
containing quite a high degree of variability in expression, pose, and facial details. Our face recognition 
systems consist of two major phases. We present an automated facial feature extraction procedure and 
make use of  Near set approach to choose the best feature among the considered one which significantly 
improves   face recognition efficiency of SVM. Near Set approach was introduced by James Peters in 
2006, as a result of generalization of rough set theory. One set X is near to another set Y to the extent that 
the description of at least one of the objects in set X matches the description of at least one of the objects 
in Y. Also we have shown that for face recognition in ORL face database using SVM with feature 
selection by near set approach has error rate 0.2% which is very less as compared to error rate obtained in 
the previous work done by other authors on the ORL face database. 
Keywords: Face recognition, support vector machines, optimal separating hyperplane, kernel, feature 
space, Near Set, average near coverage.  
 
1. INTRODUCTION  
 

Face recognition technology can be used in 
wide range of applications such as identity 
authentication, access control, and surveillance. 
Interests and research activities in face 
recognition have increased significantly over the 
past few years [1] [2] [3]. Different techniques 
are developed in face recognition, such as eigen-
faces [4][5], hidden Markov models [6], elastic 
graph-matching (EGM) by Wiskott et al. [7], 
morphological shared-weight neural network 
(MSNN) [8], EGM based on multi-scale erosion-
dilation [9], support vector machines [10], and so 
on. 

 
As an important computer vision task, the 

problem of automatic face recognition is a 
difficult and challenging problem. Two issues 
are central; the first is what features are to use to 
represent a face. As face image subjects to 
changes in viewpoint, illumination and 
expression. An effective representation should be 

able to deal with possible changes. The second is 
how to classify a new face image with the chosen 
representation.  

 
To deal with first issue we have developed an 

automated procedure to extract facial features. A 
pre-processing of the images is done to get the 
region of interest of the image and to extract facial 
features. It is, however, uneconomical to obtain all 
the facial features because this is expensive and time 
consuming. And also, all the facial features are not 
independent and some of them are strongly 
correlated. Hence, it is not important to use all the 
facial features as input parameters. Hence, taking the 
above discussion and the aim of the investigation 
under consideration, we have used the facial features 
i.e. nose length, nose width and distance between 
eyeballs. We also use the concept of Near Set to 
choose the feature among these three features which 
gives the best face recognition accuracy. 

 
  Near sets were introduced by James Peters in 

2006[11] and formally defined in 2007[12]. Near 
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Sets result from a generalization of rough set 
theory. Briefly, one set X is near to another set Y 
to the extent that the description of at least one of 
the objects in X matches the description of at 
least one of the objects in Y. The hallmark of 
near set theory is object description and the 
classification of objects by means of features 
[13]. Rough sets were introduced by Zdzisław 
Pawlak during the early 1980s [11, 14] and 
provide a basis for perception of objects viewed 
on the level of classes rather than the level of 
individual objects. A fundamental basis for near 
set as well as rough set theory is the 
approximation of one set by another set 
considered in the context of approximation 
spaces. It was observed by Ewa Orłowska in 
1982 that approximation spaces serve as a formal 
counterpart of perception, or observation [15]. 

 
For second issue, we use Support Vector 

Machines (SVMs). Which acts as face 
recognizer.SVMs have been recently proposed 
by Vapnik and his co-workers [16] as a very 
effective method for general purpose pattern 
recognition. Intuitively, given a set of points 
belonging to two classes, an SVM finds the 
hyperplane that separates the largest possible 
fraction of points of the same class on the same 
side, while maximizing the distance from either 
class to the hyperplane. According to Vapnik 
[16], this hyperplane is called Optimal 
Separating Hyperplane (OSH) which minimizes 
the risk of misclassifying not only the examples 
of the training set but also the unseen examples 
of the test set. Support vector machine approach 
is largely characterized by the choice of its 
kernel. Once the kernel is decided, all what need 
to be chosen by user is the error penalty 
parameter i.e. C [17]. Some work relative to this 
problem can be seen in [18] [19]. Another 
important part of SVM is the solution method. 
Most popular methods are the sequential minimal 
optimization algorithm (SMO) [20] [21], fast 
nearest point algorithm [22] are developed 
recently. 

 
After this section this paper is organized as: 

Section 2: Basic Concepts of support vector 
machine, Section 3: Near Sets, Section 4: Face 
Recognition System, Section 5: Experimental 
results and Section 6: Conclusions.  

 
2. BASIC CONCEPTS 
 
2.1 Linear Classification 

 
In the linear case for classification, with the  

training data {xi,yi},yes∈{-1,+1}, i=1,…..,l,  
the output of an SVM  can be written as:  

xi.w +b ≥+1 for yi = +1              (1) 
                   xi.w +b ≤+1 for yi = -1              (2) 

 
These can be combined into one set of inequalities: 

          yi (xi.w +b) -1 ≥0  i=1,2…..,l      (3) 
 

   Here w is a vector normal to the hyperplane  
   xi.w +b = 0 and b is called threshold. 
 
   The solution form of a typical 2-dimensional 
classification is shown in Figure 1, in which, the 
support vectors are darkened in color. The margin 
between the two parallel hyper-planes H1, and H2, is 
2 / || w || . 
 

 
Figure 1: Linear separable case with largest margin 

 
From Figure1 it can be seen that the margin is  

determined by w and b for the same training data. To 
optimize the classification is to make the margin as 
large as possible. Thus the optimization task is 
defined to minimize 
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  Where αi (i = 1, ...,1)are non-negative Lagrange 
multipliers. For inequality constraints in (3), αi = 0  
.For each of equality constraints in (3), αi  ≥ 0. 
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Substitute equations (5) and (6) into (4), we get 
the dual problem of (4), 
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Then we change the problem from minimizing 
the primal problem (4), (5), and (6) to maximize 
the dual problem (7). Using the optimal solution, 
combined with KKT conditions as convergence 
criteria, the problem (7) can be solved. Note that 
there is a weight ai for every training point (or 
vector), and for those points whose ai > 0 are 
called support vectors. 
 
2.2 Nonlinear Classification 
 
In most cases, the training set X={ xi , yi } is not 
linear separable, even with soft margins. But it is 
still possible to project { xi } into a feature space 
F={�(xi )}  such that { � (xi), yi } is linear 
separable as shown in Figure 2. 

 
Figure 2: Mapping of training set X   into feature   

space F 
 

After projection, in the test phase, an SVM is 
used to compute sign of 

∑
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Where Ns is the number of support vectors. 
 
  The problem is that the explicit form of �(x) is 
difficult to be found, then we define K( xi , xj ) = 
�(xi ). �(xj ) as the kernel function.. After such a 
replacement, Equation (8) becomes, 

∑
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The selection of the kernel is a keen issue in the 
training. It is required that the kernel function should 
satisfy the Mercer's condition, detailed description 
of which can be found in [9]. 
 
3. NEAR SETS 
 
The basic idea in the near set approach to adaptive 
learning is to compare behavior descriptions. In 
general, sets X, X’ are considered near each other if 
the sets contain objects with at least partial matching 
descriptions. Let ~B denote {(x, x’)| f(x) = f (x’) ∀f 
∈  B} (called the indiscernibility relation). 
 
    Let X, X’⊆ O, B⊆ F. Set X is near X’ if, and only 
if there exists x ∈  X, x’∈  X’, �i ∈  B such that x ~ 
{ �i} x’. 
 
   Object recognition problems, especially in 
adaptive learning, images and the problem of the 
nearness of objects have motivated the introduction 
of near sets. 
 
3.1. Nearness Approximation Spaces 
 
The original generalized approximation space 
(GAS) model has been extended as a result of recent 
work on nearness of objects. A nearness 
approximation space (NAS) is a tuple 
 

NAS = (O,F,~Br, Nr , νNr ), 
 
defined using set of perceived objects O, set of 
probe functions F representing object features, 
indiscernibility relation ~Br defined relative to Br ⊆ 

B⊆F, family of neighbourhoods Nr, and 
neighbourhood overlap function νNr . The relation 
~Br is the usual indiscernibility relation from rough 
set theory restricted to a subset Br ⊆ B. The subscript 
r denotes the cardinality of the restricted subset Br, 
where we consider (|B|, r) i.e., |B| functions �i ∈  F 
taken r at a time to define the relation ~B  . This 
relation defines a partition of O into nonempty, 
pairwise disjoint subsets that are equivalence classes 
denoted by [x]Br ,  
 
 Where 

[x]Br= {x’∈  O x ~Br x’}. 
 
These classes form a new set called the quotient set 
O/~B r , 

Where O/~Br= {[x]Br|  x∈  O}. 
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In effect, each choice of probe functions Br 
defines a partition ξBr on a set of objects O, 
namely,  

ξ Br = O/~Br . 
 

Every choice of the set Br leads to a new 
partition of O. The overlap function νNr is 
defined by 
 

νNr : P(O) * P(O) → [0, 1], 
 
where P(O) is the power set of O. The overlap 
function νNr maps a pair of sets to a number in [0, 
1] representing the degree of overlap between 
sets of objects with features defined by probe 
functions Br ⊂  B. For each subset Br ⊂  B of 
probe functions, define the binary relation  ~Br = 
{(x, x’) ∈  O*O : ∀ �i∈  Br , �i(x)= , �i(x’) }  . 
 
   Since each ~Br is, in fact, the usual 
indiscernibility relation, let [x]Br denote the 
equivalence class containing x, i.e., [x]Br = {x’∈  
O |∀f ∈Br, f(x’) = f(x)}. 
 
If (x, x’) ∈  ~Br (also written x ~Br x’ ), then x 
and x’ are said to be B-indiscernible with respect 
to all feature probe functions in Br. Then define a 
collection of partitions Nr(B) (families of 
neighbourhoods), where 
 

Nr(B) = {ξBr|Br∈  B}. 
 

Families of neighbourhoods are constructed for 
each combination of probe functions in B using 
 (  |B|, r), i.e., |B | probe functions taken r at a 
time. The family of neighbourhoods Nr(B) 
contains a set of precepts. 
 
Nr(B) contains a set of precepts. A percept is a 
by product of perception, i.e., something that has 
been observed. For example, a class in Nr(B) 
represents what has been perceived about objects 
belonging to a neighbourhood, i.e., observed 
objects with matching probe function values. 
 
It is now possible to introduce a near set-based 
form of coverage that extends the basic rough 
coverage model. That is, we can formulate a 
basis for measuring the degree of overlap 
between each class in Nr(B) and the lower 
approximation Nr(B)*X of a set X for each choice 
of r. The lower approximation Nr(B)*X defines a 
standard for classifying perceived objects. 

 
 
 The notation Bj(x) denotes a class in the family of 
neighbourhoods in Nr(B), where NL∈  Br. 
 
 Put vNL([x]Br ,Nr(B)*X) = |[x]Br Nr(B)*X |/ | Nr(B)*X | 
where vj is defined to be 1, if Nr(B)* X =�.  
 
Put B ={[x]Br : NL(x) = j, x∈  O}, a set of 
equivalence classes that represent nose length  
NL(x) = j. Let D denote a decision class, e.g., D = 
{x|d(x) = 1}, a set of object having acceptable 
behaviours. Define ν NL(t) (near lower average 
coverage) with respect to an feature nose length 
NL(x) = j. 
 

ν NL= ))(,]([1
][

*DBNxv
B Bx

rB
rB

r∑
∈

          (10) 

 
4. FACE RECOGNITON SYSTEM 
 
The experiment is performed on the Cambridge 
ORL face database [23], which contains 400 images 
of 10 distinct persons. Our system does not include a 
face detection step. The input of our system is a 
complete face in the image; we assumed that the 
faces have already been detected. Figure 3 shows the 
basic diagram of face recognition system which 
consists of following phases: 

PHASE I: Feature Extraction  
PHASE II: Face Recognition 

 
 

Figure 3: Face Recognition system 
 

4.1. Feature Extraction  
The first step towards face recognition is the 
detection of the facial features. Figure 4 shows the 
working of this phase. Feature extraction is to obtain 
features that are fed into a face recognition system 
(such as lines or fiducially points, or facial features 
such as eyes, nose, and mouth).The approach for 
facial feature extraction is not an established 
procedure but we have developed our own 
automated procedure to extract facial features which 
is explained in Algorithm 1 . Also in Algorithm 2 
we propose the procedure to select partition for 
every combination of three features and using 
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Algorithm 3 we choose the feature i.e. nose 

length NL which have highest value of  ν  which 
gives highest face recognition accuracy. 
  

 
 
 

Figure 4: PHASE I 
 

 
Algorithm 1: Facial Features Extraction   

           Method 
Input :  Face images, i ∈  I 
Output: Facial features: Nose Length (NL),    
               Nose Width (NW) and distance    
               between eyes balls(ED) 
 
while True do 
 

 
For (i = 0; i <= I) do 

Initialize NL (i) =0, NW (i) =0 and   
ED (i) =0; 
Repeat (for number of    
              features): 

                     Retrieve image I; 
         Extract Region   Of       
         Interest (ROI) for each       
         feature; 
         Calculate (using distance     
           formula): 

                       NL (i) =NL (i) b - NL (i) a; 
                       NW (i) =NW (i) b-NW (i) a; 
                       ED (i) =ED (i) b-ED (i) a; 

      Until all futures are extracted. 
                 End 
 
 
End 
 

 
Algorithm 2: Partition Selection 
Input :  NAS = (O, F, ~Br, Nr, νNr ), B∈ f , 
                 choice r. 
Output: Partition size list �, where �[i] =number 
of  
                classes in partition ξo,Br ∈Nr(B). 
 
Initialize i=0; 
 
 
while (i <= | Nr(B)|) do 
 
 Select ith partition ξo,Br ∈Nr(B); 
 �[i] = |ξo,Br ∈Nr(B )|; 
               i=i+1; 
 
 end 
 
 

 
 

Algorithm 3: Feature Selection 
Input :  Array �, �[i] =number of classes in  ξo,Br        
                ∈Nr(B ),threshold th. 
Output: Ordered list LIST, where LIST[i] is a  
               winning probe function. 
 
Initialize i=0; 
Sort � in descending order based on the value of 
average near coverage ν ;  
 
while (i ≥ th ) do 
 
 Select ith partition ξo,Br ∈Nr(B); 
 LIST[i]= �[i]; 
               i=i+1; 

            
 
end 
 

 
4.2. Face Recognition 
 
Once facial features has been extracted, SVM is 
used as face recognizer as shown in Fig.5. 

 
Basic method of face recognition system is given in 
Algorithm 4 .In this algorithm αi  the embedded 
strength of the pattern xi i.e. the faces to be 
recognized which gives the number of times 
misclassification of xi has caused the weight to be 
updated. This value of embedded strength i.e. b is 
used in the decision function h(x),which gives the 
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recognition result for the test image as shown in 
Fig. 5. 
Algorithm 4: Face Recognition Algorithm using   
SVM. 
Input : Training set S consist of facial features  
                  obtained using algo.3,l: Total no of  
                  persons to be recognized,  

 0;0 ←← bα  
 max←R 1≤ i≤l ||xi|| 

Output: Recognized face 
 
 
Repeat  
 for (i = 0; i< l; i++) do 

if iy ( j

l

j
j y∑

=1
α (xj .xi) +b) ≤ 0  

                      ii αα ← +1; 

                       iybb +← R2; 
                   end if 
 
                 until no mistakes made within          
                 the for loop 
         return (α,b); 
                 h(x)=sgn((w.x) + b); 

                        = sgn(( j

l

j
j y∑

=1
α xj .x) +b; 

         =sgn( j

l

j
j y∑

=1
α (xj .x) +b); 

 
end 
 

    end 
 

 

 
 

Figure 5: PHASE II 
 

 
 
 

5. EXPERIMENTAL RESULTS 
 

There are several approaches for recognition of the 
ORL face database. In [4], a hidden Markov model 
(HMM) based approach is used, and the best model 
resulted in a 13% error rate. Later, Samaria extends 
the top-down HMM [4] with pseudo two-
dimensional HMMs [24], the error rate reduces to 
5% and in our experiment this error rate reduces to 
0.2%.To get better results we divide the data into 
eight part using the concept of V-Fold Cross 
Validation [25] .We have used  RBF kernel with 
parameter γ equal to 32, and the error penalty 
parameter C[10] taken to be equal to 100.  

Table1.Average Near Coverage (ν ) Summary Table 
Function  
Name 

Average Near 
Coverage(ν )  
 

ν NL 0.0500 

ν NW 0.0769 

ν ED 0.0714 

ν NLNW 0.0118 

ν NLED 0.0141 

ν NWED 0.0208 

ν NLNWED 0.00591 

 

 
Figure 6: Average Near coverage Vs. Facial Features 

 
Table1 summarized the ν  values for all 
combinations of the chosen three features, also it can 
be seen from Table 1 and Figure 6 that ν  value is 
maximum for the feature nose width (NW). 
 

 



Journal of Theoretical and Applied Information Technology 

© 2005 - 2008 JATIT. All rights reserved.                                                                      
 

www.jatit.org 

 
439 

 

 
Table2. Illustration of %age error rate and 
correctly recognized samples for different 
combinations of chosen features 

No. of 
Features 

 %age  
Error  
Rate 

 No. of  
correctly 
recognized   
samples 

   1 
(NW) 

0.2 49 

   1 
(ED) 

2.8 38 

   1 
(NL) 

3.3 37 

   2 
(NLNW) 

2.8 39 

   2 
(NLED) 

2.6 39 

   2 
(NWED) 

1.7 43 

   3 
(NLNWED) 

4.4 32 

 

 
 
 
Figure  7. Percentage Error Rate Vs. 
Experiment Number 

 

 
 

Figure 8.  Number of correctly classified samples Vs. 
Experiment Number 

 
Also Table 2, Figures 7 and 8 illustrates that when 
feature nose width is chosen the % error rate is least 
and the number of correctly classified samples is 
maximum. 

 
 

Table 3.Face Recognition Result 
No. of 
Features 

Objective 
Function 

||W2||)/2 
 

   Bias 
    (b) 

  1 
(NW) 

-1112506.7 -2.5494483 

  1 
(ED) 

-247.04 -0.8931243 

  1 
(NL) 

-206.99 -0.808815 

   2 
(NLNW) 

-127.1746 -5.6 

   2 
(NLED) 

-106.244 -0.43 

   2 
(NWED) 

-92.3 -20.5 

    3 
(NLNWED) 

-207.0 -0.1 
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Figure 9. NSVs Vs. Experiment Number 
 

Tables 3 summarizes the face recognition 
results. From Table 3 it can be seen that value of 
objective function i.e  ||W2||)/2 is least when 
selected feature is nose width, which has to be so 
as to acquire maximum margin and better 
recognition accuracy. Also Figure  9 illustrates 
that NSVs are maximum when the chosen 
feature is nose width which give in better 
recognition results. 
 
6. CONCLUSION  
 
This paper present effect of chosen feature on 

the accuracy of face recognition system.Results 
shows that number of support vectors and margin 
are maximum  when the feature with largest 
average near coverage(ν ) is chosen for face 
recognition.Future work will   include 
Consideration for more features and more faces. 
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