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ABSTRACT 
 

Digital watermarking is a method through which we can authenticate images, videos and even texts. Watermarking 
functions are not only authentication, but also protection for such documents against malicious intentions to change 
such documents or even claim the rights of such documents. In this paper two watermarking algorithms are 
simulated. The first algorithm is based on the Discrete Cosine Transform (DCT)(in the frequency domain) and the 
second algorithm is based on the least significant bit (LSB)replacement (in the spatial domain). The results are 
shown and compared under different kinds of attacks. 
 
Keywords: Image Processing (I.M.), Digital Watermarking (D.W.), DCT Coefficient, LSB 
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1.  INTRODUCTION 
 
Digital watermarking is a technique which allows 
an individual to add hidden copyright notices or 
other verification messages to digital audio, video, 
or image signals and documents. Such a message 
is a group of bits describing information pertaining 
to the signal or to the author of the signal (name, 
place, etc.). The technique takes its name from 
watermarking of paper or money as a security 
measure. Digital watermarking can be a form of 
steganography [1], in which data is hidden in the 
message without the end user's knowledge.  
Requirements of Image Watermarking: 
An image watermarking system needs to have at 
least the following two components: 
             1. A watermark embedding system. 
             2. A watermark extraction (recovery) 
system. 
 
The watermark embedding system takes as input 
the watermark bits, the image data, and optionally 
a secret or public key. The output of the watermark 
embedding system is the watermarked image.  
The watermark extraction system takes as input an 
image that possibly contains a watermark and 
possibly a secret or public key. Depending on the 
type of watermarking system used, it may also 
take as input the original image or the watermark 
[2, 3]. 
 
 
 

 
 
2. THE FIRST PROPOSED 
WATERMARKING SCHEME BASED ON 
DCT: 
 
Several techniques can transform an image into 
frequency domain, such as DCT, DFT and wavelet 
transform [4,5,6]. Each transform has its 
advantages. Here the DCT approach will be 
discussed.  
The most common DCT definition of a 1-D 
sequence of length N [7, 8] is: 
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for u= 0,1,2,…,N− 1. Similarly, the inverse 
transformation is defined as 
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for x= 0,1,2,…,N− 1 . In both equations (1) and (2) 
α(u) is defined as 
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The 2-D DCT is a direct extension of the 1-D case 
and is given by: 
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(4) 
Where: u, v = 0,1,2,…,N −1 and. The inverse 
transform is defined as: 
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(5) 
Where: x, y  = 0,1,2,…,N −1. 
This technique embeds the watermark in the DCT 
domain to increase the robustness of the 
watermarking scheme against JPEG compression. 
The watermark bits are embedded in each nxn 
DCT block of the image. The embedding 
algorithm needs to carefully choose where to 
embed the watermark bits in the n x n block. It is 
not wise to embed the watermark bits in the low 
frequency components of the DCT block,  because 
these coefficients are subject to heavy quantization 
during JPEG compression. Hence, it is better to 
embed the watermark in mid or high frequency 
DCT components. If the embedding factor M is 
chosen small, embedding the watermark in lowest 
frequency components will be more desirable, 
because these components are the ones that are 
least likely to be quantized in JPEG compression 
[9]. The flow chart of the algorithm is shown in 
figure (1). 
 

 
Figure (1): The DCT algorithm flow chart 

 
2.1 Watermark Embedding Process 
 

In this proposed approach, the embedded binary 
watermark image must be invisible to human eyes 
and robust to most image processing operations. 
To meet these requirements, each binary 
watermark pixel value (0 or 1) is embedded in one 
block of the host image. The Embedding algorithm 
can be described in following steps:              
Step 1.  Load the image to be watermarked 
(original image). The size of the original image is 
512 × 512. 
                                                                                                                    
Step  2.  Load the watermark image. The size of 
the watermark is 64×64 . 
Step 3. The host image is divided into a number of 
blocks, the size of each block is 4×4 .  
Step 4. Guarantee that the number of host image 
blocks is equal to or greater than the number of 
watermark pixels. 
Step 5. Calculate the variance of each block in the 
host image in spatial domain. 
Step 6.  For each host image block compute the 
DCT transform coefficients. 
Step 7. Select the DC component of blocks which 
has highest variance, and each watermark pixel Wq 
(0 or 1) is embedded in the DC component Xdc in 
order as follow:  
X'dc = Xdc + M               if   Wq = 1 
X'dc = Xdc - M                if   Wq = 0                  (6) 
Where q=1,2,3,………..rc, Where: rc= size of the 
watermarked image , M is the embedding 
watermark strength.  
Step 8. After embedding the watermark, IDCT 
transform is applied for each block, then the 
watermarked image is reconstructed [10, 11]. 

 
2.2 Watermark Extraction Process: 
 
To obtain the extracted watermark from 
watermarked image, the following procedure was 
performed:                                                                                                  
Step 1. Original image is used for watermark 
retrieval, as in the embedding process, original 
image and watermarked image are divided into a 
number of 4×4 blocks.  
Step 2. Calculate the DCT transform coefficients 
for each block in both original image and 
watermarked image. 
Step 3. Watermark extraction process is done by 
comparing the DC coefficient of each two 
corresponding blocks with the same embedding 
order (of maximum block variance)  as  follow : 
W'q = 1                  if    Xw – Xo ≥ 0 
W'q = 0                  if    Xw – Xo ≤ 0                  (7)  
,where Xw  is the DC coefficient of the 
watermarked image, Xo is the  DC coefficient of 
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the original image, and W'q is the extracted 
watermark pixel, then the extracted watermark will 
be as follow : 
After extracting the watermark, the normalized 
cross-correlation (NCC) is calculated to evaluate 
the effectiveness of our scheme. The normalized 
cross-correlation is calculated between the original 
watermark W(i,j), and the extracted one W'(i,j)  
from this relation : 
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As NCC can take values from 0 to 1, and as long 
as NCC more closed to 1, this means that the 
extracted watermark is more similar to the original 
watermark. 
 
2.3 Simulation Results: 
 
2.3.1 Simulation results without attacks: 
 
The watermarking system must embed the 
watermark in the image such that the visual quality 
of the image is not perceptibly distorted, thus, to 
study the embedding effect, we should calculate 
the peak signal to noise ratio (PSNR) from the 
following relation: 
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,as X is the original image and X' is the 
watermarked image. From the                                      
proposed scheme when the embedding strength 
M=10, the PSNR of the                                   
watermarked image without any attacks is about 
46.1926 dB and the mean square   error is 1.5625 
which are an acceptable values. Also by 
calculating the NCC without any attacks it will be 
1, which means that the extracted watermark is 
similar to the original watermark.                                                                                                       
   

2.3.2 Simulation results with different attacks: 
 

• JPEG Compression: 
JPEG is a commonly used standard method of 
compression for photographic images. JPEG 
compression is applied with different quality 
factors to indicate the robustness of the proposed 
scheme against JPEG compression. Table (1) 
illustrates how NCC, mean squared error (mse), 

and PSNR change with different quality factors 
(QF) when M=10 : 
From table (1), and figure (2), we find that the 
quality factor is directly proportional to both 
PSNR and NCC, as increasing the quality factor 
means low compression rate and more details 
preserved by the compression algorithm, also the 
watermark can be survive with quality factor down 
to 55% ,as in this case, the watermark can be 
retrieved correctly .  

 
Figure (2): JPEG quality factor versus NCC 

 
 

• Gaussian Noise: 
In this section, Gaussian noise is applied over the 
watermarked image with zero mean and different 
variances, where the variance of the noise is a 
function of the image intensity values in the 
watermarked image. From table (1), and figure (3), 
it is found that as long as variance increases the 
PSNR decreases and so the NCC, also when the 
variance increases up to 0.001 the PSNR decreases 
down to 29.9212 but the extracted watermark still 
can be distinguished. 
 

  
Figure (3): variance versus the NCC 

 
• Median Filtering: 

Reducing noise in an image by blending the 
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brightness of pixels within a selection, the filter 
searches the radius of a pixel selection for pixels 
of similar brightness, discarding pixels that differ 
too much from adjacent pixels, and replaces the 
center pixel with the median brightness value of 
the searched pixels. Median filtering is applied on 
watermarked image with PSNR = 31.6174 and 
mse = 44.8061 using 3×3 neighborhood.  

• Blur Filter (Gaussian smoothing) : 
The blur filter smoothen an image, and are useful 
for retouching. It smoothes transitions by 
averaging the pixels next to the hard edges and 
shaded areas in an image. The degree of 
smoothing is determined by the standard deviation. 
Here we apply Gaussian smoothing.  

• Cropping: 
In this section, a square at the image center is 
cropped out from the watermarked image then the 
watermark is extracted after cropping with 
different dimensions, table (1) illustrates the effect 
of applying cropping with different dimensions on 
the watermarked image. 
It is clear that the NCC gradually decreases which 
means that this algorithm is robust against 
cropping, as the recognition of a degraded 
watermark is easy. 

• Global Geometrical distortion 
(Rotation): 

Applying a small degree of rotation on the 
watermarked image will lead to a full damage to 
the watermark information when applying a 3 
degree rotation at the watermarked image center, 
as the resulting PSNR = 12.9709 and the NCC of 
the corresponding extracted watermark will be 
equal 0.5121.  
 
3- THE SECOND PROPOSED ALGORITHM 
USING LSB REPLACEMENT 
 
In this algorithm we embed the most significant 
bits of each pixel of the watermark in the least 
significant bits' places of the original image. The 
embedding of the watermark is performed 
choosing a subset of image pixels and substituting 
the least significant bit of each of the chosen pixels 
with watermark bits.  
In the extraction we extract the most significant 
bits of the watermark that we embedded in the 
original image. Or in other words extraction of the 
watermark is performed by extracting the least 
significant bit of each of the selected image pixels. 
If the extracted bits match the inserted bits, then 
the watermark is detected. The extracted bits do 
not have to exactly match with the inserted bits. A 
correlation measure of both bit vectors can be 

calculated. If the correlation of extracted bits and 
inserted bits is above a certain threshold, then the 
extraction algorithm can decide that the watermark 
is detected. The algorithm flow chart is shown in 
figure (4). 
 

 
Figure(4) Flow chart of LSB algorithm 

 
The following steps show clearly how such an 
algorithm can be implemented: 
Step 1. Load the original image.  
Step 2.  Load the watermarked image.  
Step 3.  Determine the value of the embedding 
factor (factor that represents how many bits of the 
watermark image are embedded in the LSB’s of 
the original image). 
Step 4. Call the embedding function to embed the 
most significant bits of the watermark image; 
whose number is equal to the embedding factor; in 
the least significant bits of the original image. 
Step 5.  Show the original image and the 
watermarked image. 
Step 6.  Use the extraction function to extract the 
watermark. 
3.1 Simulation results: 
 
3.1.1 Simulation results without attacks 
 
From the relation we used in last section we have 
the value of PSNR=27.8952. 
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3.1.2 Simulation results with attacks: 
 

• JPEG compression: 
We applied JPEG compression to the image with 
different qualities where the quality means the 
amount of degradation in the image (i.e., amount 
of compression applied) 
The resulting mse, PSNR and NCC are shown in 
table (2), and the relation between the quality 
factor and the NCC is shown in figure (5). 

• Gaussian noise: 
 We applied Gaussian noise insertion with zero 
mean and variance= 
[0.0002 0.0004 0.0006 0.0008 0.001].   
Table (2) shows the values for each of NCC, mse 
and PSNR. The relation between the variance and 
the NCC is as shown in figure (6). 

• Median filtering: 
2D median filtering is applied using 3x3 
neighborhoods. Table (2) shows the values for 
mse, PSNR and NCC after applying median 
filtering. 

• Blur filter (Gaussian Smoothing): 
After applying the attack the mse, PSNR and NCC 
values are as shown in table(2). 

• Cropping: 
The resulting mse, PSNR and NCC are shown in 
table (2), and the relation between NCC and block 
size is shown in figure (7). 

• Global geometrical distortion 
(Rotation): 

Rotation for the image with various angles in 
degrees [3 6 9 12 15 ] is applied as a global 
geometrical distortion. The resulting mse, PSNR 
and NCC are shown in table (2), and the relation 
between the angle of rotation and the NCC is as 
shown in figure (8). 

 
Figure (5) The relation between the NCC and the 

QF for JPEG compression. 
 

 
Figure (6) Results of Gaussian noise  
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Figure (7) Results after cropping 

 

 
Figure (8) Results after rotation 

 
3.2 Imperceptibility and Robustness of the 
Algorithm: 
 
The visual quality of the image does not change 
significantly because the watermark bits only 
change the least significant bits of some pixels. 
Hence, the addition of the watermark to an image 
using this algorithm is quite imperceptible. On the 
other hand, this algorithm is not very robust, due 
to the same reason. As the least significant bits of 
pixels do not contribute to the image much, some 
attacker can possibly zero out several least 
significant bits of all pixels of the image and hence 
clear the watermark. This suggests that it may not 
be a good idea to insert the watermark bits to non 
significant parts of the image. This algorithm also 
will not be robust against JPEG compression 
because it is performed in the spatial domain and 
involves least significant bits of the image pixels. 
It will be shown that DCT domain based 

watermarking techniques are more robust to JPEG 
compression.  
 
4. COMPARISON BETWEEN THE DCT 
ALGORITHM AND THE LSB 
REPLACEMENT ALGORITHM 
 
For DCT algorithm under no attacks, the 
PSNR=46.1926 and NCC=1. 
For LSB replacement algorithm under no attacks, 
the PSNR=27.8952 and NCC=1. 
From tables (1), and (2) we can find that: 

• With no attacks we can see that the 
correlation (similarity) between the 
watermark image and the extracted 
watermark is 100% for both algorithms; 
the DCT and the LSB; since there was no 
attacks (i.e no change) applied on the 
watermarked image.  Concerning the 
peak signal to noise ratio, from the table 
its value for the DCT algorithm is higher 
than that of the LSB algorithm, which 
means that embedding a watermark using 
the DCT algorithm doesn't change the 
original image as the LSB algorithm does. 
         

• For the median filtering, from the table 
we notice that the NCC value for the LSB 
algorithm is higher than that of the DCT 
algorithm. 

• For the Gaussian noise insertion attack, 
from the table we notice that the NCC 
values for the LSB algorithm are higher 
than those of the DCT algorithm. 

• For the cropping attack, from the table we 
notice that the values of the NCC are 
higher for the DCT than those of the LSB 
since when cropping for example 8x8 
block, in the DCT algorithm we damage 
only 4 bits of the watermark image since 
we embed one pixel in each 4x4 block, 
but for the LSB we damage 64 bits of the 
watermark image since we embed one 
pixel of the watermark image in every 
pixel of the original image. 

• For the global geometrical distortion, the 
LSB algorithm gives higher values than 
DCT algorithm since the rotation make 
the detection fail in the DCT domain by 
disturbing the synchronization of the 
DCT coefficients, as geometric attacks do 
not actually remove the embedded 
watermark itself, but intend to distort the 
watermark detector synchronization with 
the embedded information. The detector 
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could recover the embedded watermark 
information when perfect synchronization 
is regained, so the DCT domain technique 
is weak to the geometric attack, especially 
such as rotation since it uses only the 
DCT domain detection in extracting the 
watermark. 

• For the JPEG compression attack, for the 
NCC, the DCT algorithm gives higher 
values than LSB algorithm since JPEG 
mainly depends on the DCT 
transformation. 

• For the blur filtering, the LSB algorithm 
gives higher value for the NCC than the 
DCT algorithm. 
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Table (1): Results of the first algorithm: 

Attack Attack description NCC mse %PSNR 
 

JPEG Compression 
QF=85 1 12.8356 80.2 
QF=70 0.9969 21.2970 75.44 
QF=55 0.9673 28.0442 72.85 
QF=40 0.9110 34.8381 70.81 
QF=25 0.8116 46.9147 68.01 

 
 

Gaussian noise 

var.=0.0002 0.9846 
0.9443 
0.8993 
0.8701 
0.8393 

14.3951 
27.2264 
40.4381 
53.3960 
66.2157 

79.12 
72.71 
69.41 
66.79 
64.77 

var.=0.0004 
var.=0.0006 
var.=0.0008 
var.=0.001 

2D Median Filtering 3x3 neighborhood 0.6848 44.8061 68.48 
Blur Effect Gaussian 0.9188 21.8060 75.21 

 
 

Cropping 

8×8 0.9997 2.3058 96.34 
16×16 0.9978 6.5281 86.55 
32×32 0.9950 27.2343 73.12 
64×64 0.9796 121.4375 59.07 

128×128 0.9179 678.3977 42.90 
Rotation 3 degree 0.5121 3.2809e+003 51.21 

 
 
 

Table (2): Results of the second algorithm: 
Attack Attack description NCC mse. %PSNR 

 
JPEG Compression 

QF=85 0.989 117.6819 98.3098 
QF=70 0.9839 123.1704 97.6001 
QF=55 0.9808 127.7164 97.0358 
QF=40 0.9787 135.8606 96.0734 
QF=25 0.9765 155.0862 94.0128 

 
 

Gaussian noise 

var.=0.0002 0.9935 
0.9853 
0.977 
0.9702 
0.9646 

118.4778 
130.7045 
145.1285 
156.7024 
168.5493 

98.2048 
96.6758 
95.046 

93.8514 
92.7168 

var.=0.0004 
var.=0.0006 
var.=0.0008 
var.= 0.001 

2D Median Filtering 3x3 neighborhood 0.9999 226.7551 88.0984 
Blur Effect Gaussian 0.9901 156.5405 93.8675 

 
 

Cropping 

size 8×8 0.9988 108.3494 99.5961 
size 16×16 0.9956 142.8667 95.2906 
size 32×32 0.9834 280.6382 84.7792 
size 64×64 0.9355 856.2363 67.4126 

size 128×128 0.7461 3243.2277 46.6784 
 
 

rotation 

3 degrees 0.9693 1898.1442 55.0185 
6 degrees 0.9471 3006.99 47.8558 
9 degrees 0.927 3898.95 43.8116 

12 degrees 0.91 4591.9937 41.2644 
15 degrees 0.8942 5149.3768 39.4808 

 


