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ABSTRACT 
 

One of the very recent applications of machine learning and deep learning is to predict student’s performance 
for a specific task. Particularly in software engineering projects in higher educational institutions, one of the 
major challenges is how to improve the overall software team performance with the ultimate goal of 
increasing software team productivity. This problem can be termed as Software Engineering Teamwork 
Assessment and Prediction (SETAP). To address this, we proposed a SETAP method that uses an effective 
deep-learning-based method for assessment and early prediction of student learning effectiveness in software 
engineering teamwork. Further, we identified critical features by using feature importance, which affects the 
performance of the student's team. For the experimental purpose, we used the freely available dataset from 
the UCI data repository for student learning effectiveness in software engineering teamwork. In the proposed 
work, we used Feed-forward deep neural network classifier for this purpose. Deep neural networks can 
produce high accuracy with complex data very quickly. This made them a perfect choice for our work. To 
compare and evaluate the performance of the proposed prediction method with others (RF, GLM, GBM), we 
used accuracy percentage, sensitivity, and specificity as performance measuring benchmarks. Also, we 
evaluated the method on our university datasets. Results proved that the proposed method performed better 
than the above-mentioned state-of-the-art classifiers. 
Keywords: Teamwork Assessment, Software Engineering, Deep Learning, Stacking. 
 
1. INTRODUCTION  
 
Teamwork is a key ingredient of any successful 
work in which people of different skill sets are 
involved at different levels. Particularly, in a higher 
educational setup, where the team members are 
students, teamwork becomes more critical as 
students are not as serious as working individuals. 
With respect to the domain software engineering 
projects in higher education institutions such as 
colleges and universities, one of the major hurdles 
students and academicians face is how to improve 
the overall students’ software team performance. 
The goal is to increase students’ software project 
productivity. From the perspective of software 
engineering, it is important how well we are 
analyzing student learning effectiveness in software 
engineering teamwork, which will eventually result 
in the enhanced overall productivity of the software 
project team. One classical approach is to 
empirically analyze data of several projects and then 
reach a theoretical conclusion. However, this way is 

pretty time consuming and the possibility of human 
bias is very high as the ultimate decision is taken by 
individual experts based on their thinking. Another 
way is to use modern-day technologies to predict the 
above-given quality measures with any human 
interference. Machine learning and deep learning 
algorithms are the topmost contenders for doing the 
job of prediction of early prediction of student 
learning effectiveness. Therefore in this work, we 
designed a deep-learning-based method for 
assessment and early prediction of student learning 
effectiveness in software engineering teamwork.  

One problem in software engineering projects is that 
it is to determine the project team performance in the 
initial phase [1]. Until the software project suffers 
delays and quality issues then the students' project 
supervisor knows that the project team is not 
performing as per the project needs. However, if the 
students' project supervisor can assess and predict 
team’s performance in the initial stages of the 
software project then, the software team can work on 
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deficiencies to minimize any software quality issues 
and delays. Thus, this will increase overall team 
productivity too. In the proposed work a software 
engineering teamwork assessment and prediction 
method is developed which uses a deep-learning-
based method for assessment and early prediction of 
student learning effectiveness in software 
engineering teamwork. 

The objective of this paper is to develop an effective 
deep-learning-based method for assessment and 
early prediction of student learning effectiveness in 
software engineering teamwork. Further, to improve 
the prediction accuracy by using feature importance 
to identify critical features (columns), which affects 
the performance of the student's team the most. By 
feature importance we mean, which features hold 
most of the information. This research paper will be 
helpful for university faculties, students’ 
supervisors, and students for early performance 
assessment. In addition, computer science 
researchers can study the domain of software 
engineering from various perspectives using the 
proposed method. In addition, students can study and 
understand how software team performance affects 
the project and evolves. The target users of the tool 
will be university faculties, students’ supervisors, 
and students. They can utilize this tool to predict the 
outcome of their current performance. In case the 
outcome shows that the current student performance 
project will suffer, the student and supervisor can 
take measures in very early stages to enhance 
students’ performance to have a better outcome. 

The contribution of this work is twofold. Firstly, the 
proposed method can enhance the prediction 
accuracy of failed and successful projects. Secondly, 
the proposed method is integrated into a GUI based 
tool, which is user friendly and can be used by 
supervisors, researchers, and students who are doing 
software engineering projects to analyze what can be 
the outcome of their software project. 

The paper is divided into five sections. In Section 2, 
we discussed the performed literature review, 
whereas the proposed method is introduced in 
Section 3, where we explained the proposed method 
in detail. Further, in Section 4, we critically 
discussed the results and compared them with other 
algorithms. Finally, the paper is concluded in 
Section 5. 

2. BACKGROUND 

In this section, we critically examined the present 
work, which helped us to get the idea of what has 
been done and what are the research gap in this field. 

Teamwork in higher education plays a very 
important role. Student performance has serious 
implications on teamwork outcomes. In work [2], 
focused on developing certain project-specific skills 
in the team members which are focused on learning 
outcomes based on quality. The findings of this work 
tell that quality skill development plays an important 
role in course planning, content design, and 
evaluation around the globe. Cohesiveness plays a 
very important role in enhancing teamwork. Some 
empirical work is based on antecedents and 
consequences of team members’ cohesiveness. The 
work [3] analyzed how important role team 
cohesiveness plays in the outcome of the project. It 
examines the impact of cohesiveness in individuals. 
It found that cohesiveness is dependent on quality, 
satisfaction, and perceived learning. Works [2,3] 
also establish the fact that quality teamwork can 
have positive impacts on higher education 
institutions. In a higher educational setting, effective 
teamwork is critical to software engineering projects 
because every team member has a duty and needs to 
effectively collaborate for the desired project 
outcome. 

A lot depends on teamwork in software engineering. 
It helps to shape how smoothly and profitably a 
software development project is carried out [4]. 
Software project success in educational institutions 
depends a lot on how well the software engineering 
team which consists of students performed their 
tasks [5]. A poorly planned and managed software 
development results in critical quality issues and 
hurts the overall reputation of the department, and 
supervisor [6]. The primary factor of any 
mismanagement of the software development 
process is the issue of lack of task-based expertise of 
software development team members (students) and 
lack of training. Another issue that hurts the quality 
of software development and results in delays is the 
lack of effective communication between the 
software team. To identify students in a software 
team who are not experts, not well trained, and have 
learning issues in a software project development 
team is a critical task [7]. In this section, we further 
discuss machine learning, deep learning, and feature 
selection in detail. The favorable results of the 
project depend on many aspects such as the quality 
and reliability of the project. Data mining and 
machine learning techniques can be applied to find 
anomalies and shortcomings of these projects to 
make them more robust. The prediction of failure of 
the project can reduce the efforts of the team and the 
efficiency of the project or software [8]. Nowadays 
many projects have been started but the success rate 
is very lower. This is a general scenario that almost 
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1 project becomes fail out of 3 planned projects. So 
predictive analysis of project measurement is very 
necessary. Although still there are very few models 
for the predictive success rate. There one more 
model is suggested based on the project metric 
before the initiation of a project [9].  

2.1 Machine Learning 

Machine Learning is the branch of computer science, 
which is used to develop artificial intelligence. In 
this technique, the respective machine learning 
algorithm gets trained to perform a particular task. 
Once the algorithm gets trained, it acquires the 
ability to perform a particular task without any 
human interference. Classically there are two 
branches of machine learning which are Supervised 
and Unsupervised learning. Supervised learning can 
further be broken down into two sub-branches which 
are classification and regression [9]. 
Supervised learning as two types of variables which 
independent and dependent variables. In Supervised 
learning, the algorithm takes independent variables 
as input and predicts a dependent. It is a type of 
machine learning where we predict a categorical 
variable. It is also known as classification, where 
gender can only be of two types which are male or 
female. The algorithm is trained to predict gender, as 
an input, it will only take an independent variable 
and predict the dependent variable. By categorical 
variable, we mean the variables which can be 
identified into a certain group based on its name. 
Such as gender (male or female), true or false, and 
yes or no. In classification, our algorithm trained to 
predict a categorical variable, as an input algorithm 
will take independent variables (x, y, z) and 
categorical variables. After this, it acquires the 
ability to predict dependent variables which is a 
categorical variable. In the proposed project, we 
have fail (F) or pass (A) as a categorical variable.  
Here algorithm gets trained to predict gender, as an 
input it will only take independent variables and 
predict the dependent variable. Regression is a type 
of machine learning where we predict non-
categorical variables, where average can be any 
numeric value. Here the algorithm trained to predict 
average, as an input algorithm will only take 
independent variables (x, y, z) and predict dependent 
variable which is average. Unsupervised machine 
learning is a branch of machine learning where we 
group data items in ‘n’ number of groups. It is also 
known as clustering. The data items in a particular 
group are closely related to each other. These groups 
are also known as clusters [9]. Unsupervised 
machine learning is similar to classification, with 
just one major difference which is in Unsupervised 
machine learning we do not have any categorical 

variable prior to data. We need to find data items that 
can be grouped based on some similarity matrix such 
as Euclidean distance, and Manhattan distances, etc. 
 
Machine learning today is used in every domain and 
solving some of the most critical problems very 
efficiently [10]. Aljuaid et. al. [11] critically 
examined what is done in machine learning, what 
areas need attention, and several open research 
problem where machine learning can play a key role 
to develop solutions.  Random Forest [12], Support 
Vector Machine [13], Naïve Bayes [14], K-Nearest 
Neighbors [15], and Neural Networks [16] are some 
of the popular choices. For software development, 
effort estimation in a software project is a critical and 
important task. Effort can be termed as any work that 
is done in a software project. Such as coding is an 
effort, writing a project report is an effort, giving a 
project presentation is an effort. More efforts mean 
more human resources, which adds to the cost of the 
project. Through this project, the leader knows how 
much total effort is needed and can plan and 
schedule the software project delivery by computing 
the cost needed. Monica and Sangwan [17] analyzed 
and reviewed several machine learning algorithms 
that are used to predict the efforts using several state-
of-the-art algorithms such as neural networks, fuzzy 
logic, etc. There exist several other works also which 
use machine learning for this purpose such as [18], 
[19] where novel machine learning schemes are 
introduced. Also, machine learning is successfully 
used for software release time prediction [20], [21], 
software bug prediction [22],  and software cost 
prediction [23]. Some of the machine-learning 
algorithms are discussed in the following 
paragraphs. 
 
Support Vector Machine (SVM) is one of the most 
widely used supervised machine learning algorithms 
and it is highly accurate. It is used for both 
classification and regression problems. The 
hyperplane is used to separate the classes [13]. The 
hyperplane is a line which distinguishes between 
data point. SVM can use linear and as well as 
nonlinear hyperplane to distinguish between classes 
which makes it a really good choice for binary as 
well as multi-class problems. The advantage of SVM 
is it is accurate. However, the biggest drawbacks are 
slow and have a longer training period. 
  
Another machine learning classifier is Random 
Forest (RF) which is one of the most widely used 
supervised machine learning algorithms and it can 
give very high accuracies. It uses the technique of 
bagging, where data is divided into several subsets 
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and algorithms get trained on these datasets. Finally, 
all models are merges to form a single 
comprehensive model [12]. The advantage of RF is 
it is accurate. However, the biggest drawback is its 
complexities increases as several trees grow and 
have a longer training period. Naïve Bayes is one of 
the simplest and easy to use supervised learning 
algorithm. It is also called probabilistic classifiers 
where Bayes' theorem is applied [14]. It is a highly 
scalable algorithm. However, it's not as highly 
accurate as SVM and RF. 
 
The Generalized linear model (GLM) GLM is a 
classification algorithm that consists of three parts 
are: the systematic part represents the dependent 
variable; the random part represents the independent 
variables and the link function. GLM allows the 
linear model to relate with the response variable with 
the help of link function and it allows variance 
magnitude of each measurement so they can be a 
function of the corresponding predicted values [28]. 
Gradient Boosting Machine (GBM) is a supervised 
machine-learning algorithm used for classification. 
It is used for stage-wise model development based 
on the boosting principle [27]. The classification is 
done using a large number of decision trees, where 
the first tree is built based on the weighted average 
of the dependent variables in the dataset. The main 
difference between RF and GBM is that the decision 
trees in RF are built in parallel, while decision trees 
in GBM are built sequentially based on the error 
from the previous three.  
 

2.2 Ensemble Learning Techniques 

Ensemble methods machines are learning algorithms 
using to build a set of classifiers and then classify 
new inputs by taking a weighted probability of the 
prediction result. The main goal of using ensemble 
learning is to achieve highly accurate predictions 
[25]. Boosting is a technique used in the machine 
learning domain in which several classifiers (weak 
learner)  are combined, which can results in better 
classification accuracy than using a single classifier 
[24]. 
Bagging is also known as bootstrap aggregating, is a 
technique used in machine learning is a domain that 
aims to enhance stability and improves the accuracy 
of a classifier. It is a technique that helps to minimize 
variance and effective to deal with overfitting. 
Although it is usually applied to decision tree 
methods, it can be used with any type of method 
[25]. Another technique is Stacking which is used in 
the machine learning domain that explores different 
classifiers for the same problem. The main principle 
is used in stacking is that learning problem with 

different classifiers. However, in stacking, the 
problem is simply divided into parts and each 
classifier only solves the assigned part. This 
intermediate prediction is used as input from a new 
level classifier [26]. 
 

2.3 Deep Learning 

The world has witnessed tremendous growth in the 
use of Deep Learning algorithms in the last 5 years. 
Today they are the most widely used algorithms 
[29]. Deep learning is used in every field to give us 
a better understanding of the things around us [30]. 
Deep learning algorithms mimic the human neural 
network and are now used in almost every domain. 
Such as natural language processing [31], 
biomedical [32], robotics [33], chemistry [34], 
physics [35], Elearning [36], social media [37], etc. 
These are some areas where deep learning is 
breaking all previous records in terms of accuracy. 
Within deep learning, there are several algorithms. 
Deep learning can also be seen as the extension of 
classical neural networks where we have an input 
layer, hidden layer, and output layer. Input layer 
contains input data, the hidden layer where random 
weights are assigned to input data values and then 
the kernel is used to understand those values. 
Further, the output layer consists of the labeled 
output. However, in classical neural networks, we 
have a very low limit of layers and neurons per layer. 
Whereas in deep learning, we can assign several 
layers with hundreds of neurons each layer [38]. 
 
The major advantages of deep learning are [29,30]:  

 Parallel computing: These algorithms can 
process and compute in parallel that means 
a task will be broken down into several 
subtasks and the system will process each 
subtask in parallel with other tasks. In end, 
all the results of the subtask will be 
combined to have a final result. This speed-
up the processing too. 

 Distributive: This means deep learning can 
acquire data from the various location for 
the same task. It need not be at the same 
location. Also, it can process at several 
locations and can have a unified result in 
the end. 

 Highly accurate: This deep learning uses 
matrix algebra to compute and is highly 
accurate. However, no one knows, how it 
concludes as it’s a black box technique by 
nature. 
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 Understand complex data: Deep learning 
can understand complex relations between 
the data which other classes of algorithms 
failed to understand. 

With several advantages, deep learning has few 
disadvantages too, such as they are resources 
exhausted in nature. This means, need a lot of 
memory and processing power which directly 
corresponds to the cost. Parameter tuning is very 
complex in deep learning. A single wrong 
assumption in parameter settings can increase errors. 
From the application domain perspective, recently 
deep learning makes way into the software 
engineering domain [39,40]. However, it is 
challenging how the researcher will map software 
engineering problems to take benefits from deep 
learning as stated by Li [40]. One of the very recent 
applications of them is to predict student’s 
performance for specific tasks [1]. Particularly in 
software engineering projects, one of the major 
challenges is how to improve the overall software 
team performance with the ultimate goal of 
increasing the software team productivity is 
important for overall project success. From a 
software engineering perspective, we need to do a 
highly accurate assessment and early prediction of 
student learning effectiveness in software 
engineering teamwork. This can also greatly help in 
enhancing the overall productivity of the software 
project team as individual members will able to 
know, earlier than actual his/her performance. As the 
team will be more focused now and over goal-
oriented. In work [41] relates various machine 
learning methods to software engineering problems.  
In the eLearning domain, the use of deep learning is 
an emerging trend. Muniasamy and Alasiry [42], 
analyzed how deep learning is now impacting the 
eLearning domain, They also discussed how deep 
learning will impact eLearning in the future. Alam et 
al [43], used a Multilayer perceptron deep learning 
algorithm for providing ubiquitous teaching, 
Learning, and dynamic educational content delivery. 
Another work [44] focused on the use of deep 
learning for eLearning. In [44], the system learns to 
deliver educational content to learners based on 
leaner educational profiles using deep learning. This 
work highlights the importance of learner-centric 
education. With reference to the above literature, we 
can see that deep learning algorithms have the ability 
to affect the eLearning domain positively. 
 
A feedforward deep neural network is one type of 
deep learning algorithm [45]. A feedforward deep 
neural network uses multi-layer perception 

architecture. It is successfully used in several 
commercial deep learning packages such as H2O 
which is used by Amazon [46]. A classical 
Feedforward deep neural network consists of an 
input layer, hidden layers, and the output layer. The 
input layer consists of data that needs to feed to the 
algorithm. The hidden layer consists of the kernel 
which has the logic of how to differentiate between 
different data instances. Whereas, the output layer 
consists of the output produced by the hidden layer. 
As the name suggests it is feedforward, which means 
it can only move in forward, it cannot move 
backward. Alam  et al. [47], proposed a feed-forward 
deep neural network-based road detection method 
for autonomous vehicles. Alam  et al. [47],  they used 
9 feature to predict road or no road class. To improve 
prediction accuracy, they used decision fusion which 
can be defined as the best possible combination of 
predictions about the same input data from multiple 
classifiers. For evaluating the results, in [47] authors 
used accuracy, sensitivity, specificity, and area-
under-the-curve as performance evaluation 
benchmarks. A convolutional deep neural network 
(CNN) is a type of deep neural network particularly 
used for image recognition problems. CNN is highly 
complex as compared to Feedforward deep neural 
network. Parameter tuning of CNN is a difficult task. 
CNN particularly are used for image recognition 
problem as they produce a very high detection rate. 
 

2.4 Feature Selection 

Feature selection is another area where machine 
learning is successfully used. Feature selection is a 
technique by which we reduce high dimensional data 
and only keep features that hold most of the 
information [48]. Miao and Niu et al [48], defined 
Feature selection, as a dimensionality reduction 
technique, aims to choose a small subset of the 
relevant features from the original features by 
removing irrelevant, redundant, or noisy features. 
Feature selection usually can lead to better learning 
performance, i.e., higher learning accuracy, lower 
computational cost, and better model 
interpretability. Recently, researchers from 
computer vision, text mining, and so on have 
proposed a variety of feature selection algorithms 
and in terms of theory and experiment, show the 
effectiveness of their works. 
There are several machine learning-based feature 
selection techniques that are today used to detect 
faults in software such as [49,50]. This helps greatly 
to predict software faults in the early stages. Thus, is 
far easier to rectify the faults and it will also be cost-
effective. Most of the feature selection techniques 
are static. However, there can be scenarios where 
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static technique will not be the best choice where 
feature importance changes (not constant). In these 
cases, it is possible that over a period-of-time the 
static feature selection technique will not give the 
best accuracy. Therefore we need an adaptive feature 
selection technique that adapts as per changing 
feature importance as proposed in  [51–53]. The 
various categories in which we can group feature 
selection methods are discussed in proceeding sub-
subsections.  
 
2.4.1 Filter methods 
In Filter methods, statistical measurements are used 
to score every feature which means each feature is 
ranked based on the score. Further, cut even point 
can decide to select top-ranked features. A few 
examples are correlation coefficient scores and 
information gain. One of the works [54], proposed a 
filter-based method for feature importance for 
improving the Classification of Portable Executable 
Files. 
 
2.4.2 Wrapper methods 
In Wrapper methods, a search problem is used to 
select the best features. Here various combinations 
of features are formed and then the predictive model 
is used to evaluate each combination based on 
accuracy achieved. The search methods such as best-
first search, and a random hill-climbing algorithm, 
and any brute force method. One such method has 
been proposed in [55] where the ensemble is used for 
feature selection which is the combination of 
sequential backward selection (SBS), sequential 
forward selection (SFS), and evolutionary selection. 
 
2.4.3 Machine learning-based 
In Machine Learning based feature selection 
methods, some machine learning-based methods are 
used to predict feature importance. In one such work 
in [56], the feature selection method is proposed 
which uses Random Forest. These selected features 
are further used to predict heart diseases. In [57], a 
2-Step based feature selection method is proposed 
for improving Cancerlectins prediction. Similar to  
[56], [57] also uses the Random forest for finding 
feature importance. Another important and popular 
method that is used in Principle Component Analysis 
(PCA) to know feature importance. Such as in [58], 
for improving the prediction of neurodegenerative 
disorders PCA has been used.  
 

2.5 Research Gaps 

Petkovic et al [1], proposed a Software Engineering 
Teamwork Assessment and Prediction (SETAP) 

project. The aim is to develop effective machine-
learning-based methods for assessment and early 
prediction of student learning effectiveness in 
software engineering teams. Specifically, in [1] 
authors use the Random Forest (RF) machine 
learning (ML) algorithm to predict the effectiveness 
of software engineering teamwork learning based on 
data collected during student team project 
development. These data include over 100 objective 
and quantitative Team Activity Measures (TAM) 
obtained from monitoring and measuring activities 
of student teams during the creation of their final 
class (outcome) of the project in the joint software 
engineering classes which ran concurrently at San 
Francisco State University (SFSU), Fulda University 
(Fulda) and Florida Atlantic University (FAU). In 
work [1], the authors provided the first RF analysis 
results done at SFSU of their full data set covering 
four years of joint SE classes. These data include 74 
student teams with over 380 students, totaling over 
30000 discrete data points.  

Two major research gaps are identified by us with 
respect to SETAP and related literature in this 
section which are: 

 Only a few pieces of literature exist in the area 
of SETAP, which also pretty limited work. 

 In [1], introduced SETAP method which uses 
classical RF simply to predict. No further result 
comparisons are given with other state-of-the-
art classifiers. However, we believe the result of 
SETAP can be improved further if the more 
specialized and tuned technique are used. 

In this work, we address the above-mentioned 
research gaps.  The proposed method uses stacking 
for SETAP, where we used classifiers such as 
Gradient Boosting Machine (GBM), generalized 
linear model (GLM), and Random Forest (RF) and 
Deep Learning (DL) as level-I learners. The 
Generalized linear model (GLM) allows the linear 
model to relate with the response variable with the 
help of link function and it allows variance 
magnitude of each measurement so they can be a 
function of the corresponding predicted values [25]. 
Gradient Boosting Machine (GBM) is a supervised 
machine-learning algorithm used for classification. 
It is used for stage-wise model development based 
on the boosting principle [26]. RF algorithm is a 
supervised machine learning algorithm that is used 
to do classification [27]. It selects random samples 
then for every sample data it constructs a decision 
tree. After this, it collects predicted output for every 
decision tree. Then it used the concept of voting and 
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class, which has the most votes will be selected as 
the output.  

3. THE PROPOSED METHOD  
In this section, we discuss the methodology of the 
proposed work. This section is divided into 4 
subsections. In subsection 3.1, we discuss the 
platform, tools, programming languages we used for 
this work. In subsection 3.2, we discuss the dataset. 
In subsection 3.3, we introduce our method. Finally, 
in subsection 3.4, we introduce the prediction tool. 

As depicted in Figure 1, the methodology of 
developing the proposed method consists of three 
phases: (1) data processing, (2) designing the 
prediction method, training the proposed method, 
tuning the proposed method, and (3) testing the 
proposed method, and method evaluation. 

Phase-1: This phase is about data processing; we 
started with downloading the data from the UCI 
repository. The downloaded data has multiple data 
files. Therefore, we need to merge them as a single 
dataset file. We found out some issues in the dataset 
that need to be processed. These issues are:  

Unnecessary details: In all “.csv” dataset files, the 
top few rows contain data information. However, we 
need these files clean and in proper table format. So, 
this extra information should be deleted. For this 
purpose, we manually removed unwanted data from 
the header to each file structure properly. 

Missing values: In the dataset, several cells contain 
missing values. We have two options to deal with 
this issue first completely remove or to impute the 

missing values. We decided to impute the missing 
values because their number is small and may 
contain important information. We used a data 
imputation algorithm is used to predict the missing 
values. 

The feature selection technique works by assigning 
importance scores to the features, and based on these 
scores, we decided which features are considered. 
After the feature selection technique is performed, 
and the most important features are selected. Now 
our final dataset is ready to be divided into training 
and testing. 

Phase-2: In this phase, we designed our method, 
which classifies the project outcome. After 
designing our method. We were training the 
prediction method. The training process is bout 
providing the prediction method with the seen 
dataset to learn the patterns of the data. For training 
purposes, we used 70% of our dataset. Further, we 
have to tune the parameters by choosing the best 
values. As depicted in Figure 1, training and tuning 
are an iterative process until we achieve the best 
performance and desired prediction accuracy. 

Phase-3: In this phase, we test the proposed method 
on the testing dataset (unseen data). We compute the 
confusion matrix to describe the performance of the 
prediction method and record the results Further, 
these results are compared with results of other state-
of-the-art algorithms. 

 
 
 

 

Figure 1. Phase-Wise Block Diagram Of The Proposed Method.
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3.1 Experimental Setup 

In this section, we gave details for which 
programming language was used for the proposed 
work, and what the major packages that are used. To 
simulate the proposed method, we used the R 
statistical programming platform. We used the H2O 
package in R for deep learning feed-forward neural 
networks. H2O package is the product from H2O.ai 
[58]. It is an open-source tool and widely used today 
for several commercials’ purposes in the domain of 
finance, insurance, social media, and healthcare. 
Today around 9000 business and 80000 machine 
learning experts depend on the H2O package for 
performing prediction which further helps in 
decision making and acquiring intelligence. Using 

H2O one can take advantage of parallel and 
distributed computing. For feature selection, we 
used the FSelector package [59]. It tells which 
feature holds most of the information. For dividing 
the dataset into training and testing, we used the 
caTools package [60]. We used R packages such as 
caret [61] for designing a confusion matrix, which 
helps us in measuring the performance of the 
proposed method and for comparing the proposed 
method with other algorithms. All the experiments 
are performed on RStudio which is IDE for R 
programming [62]. Finally, for data visualization, 
we used ggplot2 package [63]. All experiments are 
performed on Windows OS with 1 GB RAM. 
Various R packages used for experimentation in this 
work as stated in Figure 2. 

 

Figure 2. Various Packages Used In This Project. 

3.2 Dataset 

We first downloaded the dataset from the UCI data 
repository [64]. We selected product-wise 
prediction; files are stored in form of “.csv” file 
format. The Dataset includes 116 features and 
outcomes grades fail (F), and pass (A). We need to 
predict failure or pass. Once we downloaded all the 
11 files are merged in one “.csv” file together to form 
a single dataset. Then we checked the dataset for 
missing values. As the dataset contains missing 
values, we predicted all rows, which have missing 
attributes in them.  

Once we predicted all missing data instances. Then 
we saved our final dataset which can be used for 
training and testing. After preparing the final dataset, 
we computed the feature importance of each feature 
and selected the top most features. We used 95% 
information as the cut-off criterion for selecting the 

features. Once we prepared our final dataset, we 
divided the dataset into two parts that are training 
data which is 70% of the original data, and testing 
data which is 30% of the original data. Data is 
divided using a package called caTools. Dataset is 
divided in such a way both training and test dataset 
does not contain any duplicates. Some of the 
important features are stated in Table 1, with their 
explanation.  

Further, university data is collected from Web 
Engineering Subject SSE5305. This data is collected 
from 3 teams at different time intervals. This data is 
used for further evaluation of the method. Dataset is 
freely available on UCI data repository and data 
collected have no personal and sensitive information 
in the dataset is collected which in any sense affects 
the privacy of any individual and organization and 
all law of the land are followed. Dataset used and 
data collected is not at all of any sensitive nature. 
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Table 1. Description Of Some Independent Features. 

Independent 
Features 

Description 

Year During which year, these data were 
collected. 

Time interval It refers to the software development 
stages, the semester divided into 5 
phases which are requirement 
gathering, design, development, 
testing, and deployment. 

Team number Each team has a specific ID. 

Semester ID During which semester, these data 
were collected. 

Team Member 
Count 

The number of members in the team. 

Female Team 
Members Percent 

This value is obtained by divide the 
number of female members by the 
number of male members. 

Leader Gender It can be Female or Male. 

Team distribution It can be “Local” if the team members 
within the same university. 
Or “Global” if the team members 
from different universities. 

Member Response How many times a team member 
responded. 

Leader Response The time that the leader spent on 
management tasks. 

Meeting hours It refers to the time members spent on 
meetings.  

Help hours It about the time that a team member 
spent helping each other. 

Coding tasks The time members spent working on 
coding deliverable tasks. 

Non-coding tasks The time members spent working on 
non-coding deliverable tasks such as 
Planning. 

Commit Message It is about committing to the code 
repository. 

Issue Issues observed by the lecture. 

 

3.3 Proposed Method 

We believe that if we combine the prediction of 
multiple algorithms in a way that we couple all 
results together we can obtain better accuracy than 
the single algorithm. Therefore, we used the concept 
of Stacked Generalization where we need to explore 
a use variety of models (classifiers) to address the 
problem. The idea is to use multiple classifiers to 
solve a prediction problem and later combine the 
results by using a weighted average of all the 
classifiers at level one classifiers. We explain the 
whole process in Figure 3. For level-I classifiers, we 
used Gradient Boosting Machine (GBM), 
generalized linear model (GLM), Random Forest 
(RF), and Deep Learning (DL). There is no rule, that 
specifies which classifier is to be used at level-I. It 
depends on personal choice, available packages, and 
computation resource availability. Generally at 
Level-I, classifiers from different families are used. 
For example, it is not a good idea to use different 
(more than one) decision tree classifiers at Level-I 
because not much improvement will be expected, if 
classifiers that use the same logic are used. 
 
 
 
 

 

 

 

Figure 3. Integration Of Various Classifiers As Stacking For The Proposed Work.
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3.4 Proposed Tool 

After developing the proposed method, we 
integrated it in a tool that has a graphical user 
interface, the same is depicted in Figure 5. For 
developing the tool, we used the Shiny app 
development package in R. Shiny package makes it 
easy to build interactive stand-alone desktop and 
web applications from R.  

Shiny applications have two components, which are: 

 Server Component (Server.R): This file contains 
all the logic that is needed to convert the input 
to the desired output. 

 User Interface Component (UI.R): All the code 
that is needed for developing the user interface 
belongs UI.R file. It gives interactivity to our 
tool by dynamically managing the input and 
the output on the screen. 

 

Figure 4. Shiny Application Components. 

We can save UI.R and Server.R separately. Once 
UI.R will run, it will call Server.R too. Also, we have 
the option to code UI.R and Server.R in files in a 
single R file by naming two separate functions 
namely UI and Server in case we are making 
standalone desktop applications where UI and 
Server component lie resides in the same system. To 
call the application from the command line we can 
use the shiny app (ui, server) command. Also, a 
button is given at the top right corner to run the 
application. The proposed tool GUI is depicted in 
Figure 5. The GUI contains data entry text boxes. 
Once the user will enter data, he or she can select a 
machine learning algorithm from the given buttons 
on the right top corner. Also, a button is given for the 
proposed method.  

4. RESULT 
For evaluating the effectiveness of the proposed 
method, we compared our result with the other three 
state-of-the-art algorithms, which are the 
Generalized linear model, Gradient boosted model 
and Random Forest. We used accuracy percentage, 
confusion matrix, sensitivity, and specificity as 
performance measuring benchmarks [65]. A 
confusion matrix is a table that shows actual versus 

predicted data labels. The sum of the diagonal of the 
confusion matrix represents the correctly classified 
data label, thus can be used to compute classifier 
accuracy. Sensitivity can be defined as the 
proportion of actual class labels, which are correctly 
predicted by the classifier. Specificity is the ability 
of the classifier to identify negative results. 
Important terms used to calculate sensitivity and 
specificity are a number of true positives (TP), 
number of true negatives (TN), number of false-
positive (FP), and number of false negatives (FN) 
respectively. We evaluated the proposed work in 
three ways. Firstly, we evaluated the proposed 
method for testing the benchmark dataset. Secondly, 
we integrated the proposed method in form of an 
application and evaluated that application. As an 
output prediction must be either “A” or “F”. Here 
class “A” means project successful and class “F” 
means the project is a failure. These grades are 
measured based on the 100 inputs of a particular 
team.  Finally, we tested the proposed method using 
our university data which we collected from Web 
Engineering Subject SSE5305. For comparing the 
results of the proposed method, three state-of-the-art 
algorithms are selected which are GBM, GLM, and 
RF.
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Figure 5. GUI Of The Proposed Tool. 

4.1 Feature Selection 

In the proposed method feature importance is 
computed to select the most important features in 
this dataset. The top 109 features are used and six 
features are not used as they hold no or very little 
information.  

4.2 Evaluation-I 

In Evaluation-I, the performance of the proposed 
method on the benchmark testing dataset is 
evaluated. The performance evaluation benchmarks 
such as prediction accuracy percentage, sensitivity, 
and specificity, are depicted from Figure 6 to Figure 
8 of GBM, GLM, RF, and the proposed method. In 

Figure 6, we depicted the prediction accuracy 
percentage. We see that the proposed method 
(yellow bar) is more than the other three algorithms. 
RF performed worst in terms of prediction accuracy 
percentage. In Figure 7, we depicted the sensitivity. 
In terms of sensitivity, the proposed method 
outperformed the other three algorithms. Whereas in 
Figure 8, we depicted specificity, here also proposed 
method outperformed the other three algorithms. In 
all cases, the performance of RF is the worst. Figure 
6 to Figure 8, proves that the proposed method 
outperformed other algorithms in terms of accuracy, 
sensitivity, and specificity.  

 

 
Figure 6. Predictions Accuracy Of GLM, GBM, RF, And Proposed Method. 



Journal of Theoretical and Applied Information Technology 
15th May 2021. Vol.99. No 9 
© 2021 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2023 

 

 

 
Figure 7.The Sensitivity Of GLM, GBM, RF, And Proposed Method.

 
Figure 8. The Specificity Of GLM, GBM, RF, And Proposed Method. 

4.3 Evaluation-II 

In evaluation-II, the proposed tool is integrated with 
the proposed method and tested which is illustrated 
in Figure 9 to Figure 12. After filling the details, the 
user can click on one of the algorithms. As a result, 
prediction probability will be displayed. Prediction 
probability lies between 0 to 1. If it is more than 0.50 
for a particular class, that class will be considered as 
output. Prediction probability nearer to 1 means, 
very strong prediction, and if closer to 0.50, then it 
means weak prediction. For our test data, all 
algorithms and proposed methods predicted the 
correct class which is A. However, the prediction 
probability of GBM, GLM, and RF are respectively 
0.63, 0.70, and 0.60. Whereas the prediction 

probability for the proposed method is 0.91, this 
shows the proposed method predicts very strongly as 
compared to the others. 

As the data entered in the text boxes are the same for 
all methods, we showed the full GUI in Figure 9. 
Whereas for Figure 10-12, we have only shown the 
right top corner of the GUI that presents the results.
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Figure 9.Prediction Using GBM. 

 

 
Figure 10.Prediction Using GLM. 
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Figure 11. Prediction Using Random Forest (RF). 

 

 
Figure 12..Prediction Using The Proposed Method. 
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4.4 Evaluation-III 

For evaluating the prediction tool using our 
university data which we collected from Web 
Engineering Subject SSE5305. After collecting the 
data, we evaluated the proposed method by 
predicting using Web Engineering Subject SSE5305 
data. Further, we compared the predicted results 
from RF, GLM, GBM, to prove that the proposed 

method performed better than the others, the same is 
stated in Table 2, Table 3 and Table 4. For all cases 
that we see in the given Tables, the prediction 
probability of the proposed method is better than the 
RF, GLM, and GBM. This comparison shows that 
the proposed method is a good option to predict even 
with data from different universities.

 

Table 2. Prediction Results Of Teams At Requirement Gathering Phase. 

 Methods 

 
Team 1 

 RF GLM GBM PROPOSED 

Product Grade A A A A 
Prediction Probability 0.60 0.70 0.60 0.89 

 
 

Team 3 
 RF GLM GBM PROPOSED 

Product Grade A A A A 
Prediction Probability 0.60 0.69 0.55 0.81 

 
Table 3. Prediction Results Of Teams At The Design Phase. 

 Methods 

 
Team 1 

 RF GLM GBM PROPOSED 

Product Grade A A A A 
Prediction Probability 0.74 0.60 0.60 0.90 

 
 

Team 2 
 RF GLM GBM PROPOSED 

Product Grade F F F F 
Prediction Probability 0.66 0.61 0.53 0.96 

 
 

Team 3 
 RF GLM GBM PROPOSED 

Product Grade F F A A 
Prediction Probability 0.50 0.56 0.61 0.83 

 
Table 4. Prediction Results Of Teams At The Development Phase. 

 Methods 

 
Team 1 

 RF GLM GBM PROPOSED 

Product Grade A A A A 
Prediction Probability 0.56 0.73 0.55 0.81 

 
 

Team 2 
 RF GLM GBM PROPOSED 

Product Grade F A A A 
Prediction Probability 0.46 0.73 0.64 0.91 

 
 

Team 3 
 RF GLM GBM PROPOSED 

Product Grade A A A A 
Prediction Probability 0.72 0.77 0.66 0.96 
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5. CONCLUSION 
 
Today deep learning algorithms are successfully 
used in almost every field. Such as natural language 
processing, biomedical, robotics, physics, etc. One 
of the very recent applications of them is to predict 
student’s performance for a specific task. 
Particularly in software engineering projects, one of 
the major challenges is how to improve the overall 
software team performance with the ultimate goal of 
increasing software team productivity. From the 
software engineering perspective, we need to do a 
highly accurate assessment and early prediction of 
student learning effectiveness in software 
engineering teamwork. The idea here is to use the 
power of deep learning in the domain of software 
engineering. 
 
For the experimental purpose, we used the freely 
available dataset from the UCI data repository for 
student learning effectiveness in software 
engineering teamwork [1]. Data consist of hundred 
independent features and one dependent feature. We 
predicted the dependent feature using the proposed 
method. Some of the previous works used the 
Random Forest classifier to predict student team 
performance [1]. In the proposed work, we used the 
Feed-forward deep neural network classifier and 
ensemble technique. Deep neural networks can 
produce high accuracy with complex data very 
quickly. This made them a perfect choice for our 
work. We also, compute the feature importance and 
used features that are most important only. The 
development process of the proposed method 
consisted of three phases: (1) data processing, (2) 
designing the prediction method, training the 
proposed method, tuning the proposed method, and 
testing the proposed method, and (3) recording the 
results.   
 
All the stated objectives are successfully achieved. 
The objective of the proposed Software Engineering 
Teamwork Assessment and Prediction method was 
to develop an effective deep-learning-based method 
for assessment and early prediction of student 
learning effectiveness in software engineering 
teamwork. Proposed method able to produce better 
prediction accuracy by using feature importance. As 
an increase the usability is one of the objectives, we 
integrated the proposed method with GUI.  
 
To compare and evaluate the performance of the 
proposed prediction method with others (RF, GLM, 
GBM), we used accuracy percentage, confusion 
matrix, sensitivity, and specificity as performance 
measuring benchmarks. With the help of the 
confusion matrix, we can see that the proposed 
method outperformed the other three state-of-the-art 
machine learning algorithms which are GLM, GBM, 

and RF. With all performance measures such as 
accuracy, sensitivity, and specificity, the proposed 
performed better than the other. 
 
In future work, we expect to enhance our method 
further and collect more comprehensive data from 
multiple institutions and multiple projects. This 
prediction tool will be extended to automate the data 
collection process by allowing teams to insert their 
weekly progress. This tool will provide 
recommendations for the team that failed to improve 
their performance. 
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