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ABSTRACT 

 
Data stream clustering is not a recent subject in data analysis and statistics. However, with the rapid 
deployment of the Internet of Things (IoT), this field faces new practical challenges that researchers intend 
to solve. These challenges can be summarized under four main categories: high-dimensionality, fast speed 
of data flow, real-time constraints, and evolving nature. Although numerous density-based algorithms have 
recently been established for data stream clustering, these algorithms are not without their problems. The 
quality of these existing clustering algorithms is dramatically reduced when the distance function is used. 
Another problem is false merging which happens when two or more clusters overlap on top of each other. 
This paper introduces a new online approach, which is called “Clustering of Evolving data streams based on 
Chebychev distance with false Merging” (CEC-Merge). The primary goal of this method is to improve the 
efficiency of the clusters. CEC-Merge is completely online and contains two major steps. The initial step 
generates a Core Micro-Clusters (CMCs) and the second step merge these CMCs to constructs Macro-
clusters. The Chebychev distance function is applied to measure the distance from the new point with the 
existing CMCs centre. CEC-Merge uses two important parameters to avoid false merging such as “minimum 
links” and “time intervals”. The proposed technique was validated using various consistency measurements 
on real and artificial evolving data streams and compared with well-known methods. The CEC-Merge 
provides an effective solution for improving the efficiency of the cluster.

Keyword: Clustering, Evolving data stream, Chebychev, Core Micro-Cluster, Density based-clustering.

1. INTRODUCTION 

Numerous applications currently depend on 
massive amounts of data that may require processing 
in real-time. IoT is one of the critical applications of 
the data stream [1]. A recent domain emerged from 
the increase of devices that are connected to other 
devices or the Internet. Such associated devices 
incorporate smartphones, drones, wearable 
electronics (for example, clothes and watches), 
sensors, home appliances, adhoc network devices 
and other devices [2-4]. The IoT additionally has a 
huge potential in various industries, for example, 
transportation, retail, and health or resource 
consumption [5-7]. Those devices are generally 
equipped with an assortment of sensors that can be 
gathering data continuously in real-time or on 
multiple occasions per minute. Those associated 
devices create an extreme amount of data stream 
with a strong spatiotemporal component. 

Several studies attempted to provide a concise 
description of the style of clustering data streams. 
For instance, some researchers approached the 
clustering activity as a task of the broader concept of 
the data mining techniques [8-13] used for clustering 
large datasets to make data points in a group similar 
to each other and differentiate them from points of 
other clusters [14-17]. The clustering of data streams 
raises new problems, including noisy data, limited 
memory, evolving data, limited time, high-
dimensional data, and single-pass clustering [18-26]. 
Data streaming requires real-time processing to 
manage the large arrival rates of data, and interpreted 
results are expected within a short timeframe [27, 
28]. Maintaining the whole data in dynamic memory 
is often impossible caused by the unlimited quantity 
of data being transmitted [29, 30]. Moreover, the 
data stream passes only once, making multiple active 
scans impossible to perform [9-13, 31, 32]. 

Clustering plays a crucial role in assessing data 
stream mining [15, 33-37]. Several density-based 
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clustering techniques for data streams have been 
developed over the last few years such as Cauchy 
[38], i-CODAS [39], CEDAS [34], CODAS [40], 
and BOCEDS [41]. These algorithms using the 
Euclidean distance function to determine the 
distance between an incoming data point and the 
existing CMCs centre, and the distance between a 
new or modified CMC centre and another CMC 
centre. The commonly utilised Euclidian distance 
function in the literature does not capture 
the clustering efficiency, rendering it an inadequate 
metric to be applied to optimise both 
the homogeneity between various clusters and the 
heterogeneity inside each cluster. In addition, the 
dynamical metrics used by the existing clustering 
algorithms ignore handling the problem of the 
cluster false merging that happens when two or more 
clusters overlap on the top of each other. This leads 
to false prediction in the clustering analysis caused 
by the evolving natures of the clusters and therefore 
reduce the quality of the clusters. 
 

This paper introduces a new online approach, 
which is called “Clustering of Evolving data streams 
based on Chebychev distance with false Merging” 
(CEC-Merge). The primary goal of this method is to 
avoid false merging for evolving clusters and 
improve the quality of the clusters. CEC-Merge is 
completely online and contains two major steps. The 
initial step generates a Core Micro-Clusters (CMCs) 
and the second step merge these CMCs to constructs 
Macro-clusters. The proposed algorithm used the 
Chebychev distance function to measure the distance 
from the object with the existing CMCs centre. CEC-
Merge uses two important parameters to avoid false 
merging such as “minimum links” and “time 
intervals”. We depend on different sample speeds to 
evaluate the performance of the CEC-Merge. 
 

The rest of this paper is arranged as follows. 
Section 2 presents the state-of-the-art of previous 
studies. Section 3 explains the methodology of CEC-
Merge. Section 4 presents the use of datasets to 
determine the performance of the CEC-Merge, and 
the conclusions taken from this analysis are given in 
Section 5. 

2. RELATED WORK 

The clustering data stream has drawn various 
researchers' interest. A substantial issue with 
clustering data stream is how to analyze this rapidly 
evolving stream data or how to preserve the 
overwhelming volume of data for later analysis. 

Numerous approaches have been presented in the 
literature that involve data stream clustering. 

 
“Clustering Online Data-streams into Arbitrary 

Shapes” (CODAS) has been suggested in the field of 
density-based data stream clustering as an online 
clustering technique for evolving data streams [40]. 
It is a data-driven technique that creates micro-
clusters by encapsulate the information and 
construct a highly adaptable cluster that can be 
scaled to n-dimensional information. Although, the 
created groups don't develop in this technique. Thus, 
“Clustering of Evolving Data streams into Arbitrary 
Shapes” (CEDAS), is another online technique 
proposed by [34] to improve the CODAS technique 
by incorporating a linear aging process to cope with 
the features of data sources. CEDAS contains two 
major stages. In the initial stage, micro-clusters are 
generated, or the objects are applied to the 
existing micro-clusters or outliers. Whereas in the 
second stage the algorithm intersecting the existing 
micro-cluster to generate Macro-cluster. Each 
Macro-cluster in CEDAS contains a graph indicating 
overlapping every micro-cluster. This technique can 
cope with noise data and dealing with the evolving 
data stream. Like other density-based techniques, 
CEDAS has low clustering quality when dealing 
with evolving data streams. 
 

Recently CEDAS algorithm was improved by an 
“online Clustering of the Evolving data stream based 
on adaptive Chebychev distance” (CEC) [42]. The 
key objective of the CEC algorithm is to deliver 
a high cluster quality. This algorithm generated the 
CMCs by summarizing the information of data 
points. Unlike the CEDAS algorithm, CEC 
algorithm used the Chebychev distance function to 
determine the distance from incoming data and the 
CMCs or outliers centre, and the distances between 
the modified CMC centre with another. The CEC 
technique is capable of detecting outliers and 
extracting arbitrary shaped clusters. This technique 
is accessible to handle n-dimensional data 
and produce high clusters quality. However, this 
algorithm is not efficient when dealing with evolving 
data streams.  
 

In [43] the authors have suggested a new 
“Density-based method for Clustering Data stream 
using Genetic Algorithm” (DCDGA). It is entirely 
online using the Chebychev distance function and 
Genetic Algorithm (GA) to design a consistent and 
precise function to solve the clustering problem. In 
order to provide high-quality clusters among data 
streams, the DCDGA algorithm uses a GA to 
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optimise the radius of the CMCs and density 
threshold parameters. Whereas, the 
Chebyshev function is used to calculate the 
maximum distance between the objects and the 
centre of CMCs and the maximum distance between 
the new or modified CMC centre and others. The 
DCDGA algorithm has good cluster quality and 
efficiency over various time and data sample speed. 
 

Another new fully online clustering technique is 
“Clustering of Evolving Data streams via a density 
Grid-based Method” (CEDGM) proposed by [42]. 
This algorithm involves two major stages. In the first 
stage, the grid-based process is implemented to 
produce CMCs in the area that is unclustered when 
new objects arrived. At this point, the data region is 
divided into sub-segments called a grid. All 
clustering operations are performed on the structure 
of the grid. Where each object in the data stream falls 
into an empty space of the grid, the cluster is formed 
based on the grids density regions. The algorithms 
determine the outliers and CMCs when a new object 
arrives and check the arriving object belong to any 
existing outliers or CMCs. After checking the 
distance between incoming objects and the existing 
outliers or CMCs centre less than the radius value 
using the Euclidean distance function. The algorithm 
will update the outliers and CMCs and determine the 
grid coordinate. Otherwise, a new outlier is formed. 
The fade is used in this technique to reduce the 
energy of the CMCs and removes them if no 
information is gotten for a while and their energy 
bellow zero. In the second stage, the algorithm 
incorporates any overlapping CMCs into Macro-
clusters. Each Macro-cluster is a CMC intersecting 
graph in which the adjacency relationships for each 
CMC are stored as a property of that CMC. The 
advantage of this graph arrangement is that 
calculations required to distinguish clusters are 
minimised if one of the CMC dies. The CEDGM 
algorithm has the capability to distinguish arbitrarily 
shaped clusters, outliers and also has less 
computational time.  

3. METHODOLOGY 

In this study, the CEC-Merge technique aims to 
provide high-efficiency clusters. It is a fully online 
clustering technique and it applies Chebychev 
distance function to measure the distance from an 
arriving object and the outliers or CMCs centre, and 
also the distances between new or modified CMC 
centre with others. In addition, this technique 
considers two important dynamical matrics to avoid 
clusters false merging when using evolving data 
streams, namely, the minimum links and time 

intervals. In this case, if a new CMC arrives, it 
must be allocated to the cluster of the closest CMC 
shell region and creates new links on the neighbours 
of CMCs and triggers a timer for each created link. 
The algorithm will merge clusters that have a 
number of links above a certain level of minimum 
links with the time that has passed on each one more 
than the time interval. Thereafter, it returns the 
updated cluster. The process of merging two clusters 
is depicted in Figure 1. 

C1
C2

Links

Timer

CMC
CMC Center

 

Figure 1: The process of merging two clusters 

Each CMC in CEC-Merge algorithm contains a 
kernel region r<=r0/2 and shell reagin r0. The 
structure of a CMC is shown in Figure 2. The 
intersecting process between the kernel regions of 
CMCs with the shell regions of other CMCs 
produces Macro-clusters. The cluster can be 
considered Macro-clusters if the density of the CMC 
exceeds the density threshold. 

Shell Region r/2

Kernel Region r/2

Radius r
Center

 
Figure 2: The structure of CMC 

In this technique, the objects can fall into three 
districts as depicted in Figure 3: 

1. If the object falls in the unoccupied space, the 
algorithm will produce a new outlier.  

2. If the object falls in the CMC shell area, the algorithm 
will assign the data point to the cluster and the 
centre of CMC will be updated Cu.  
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3. If the object falls in the CMC kernel area, the 
object assigned to the CMC and the cluster 
count is respectively updated Cu.   

Data Point Outlier

xx

Assign data point and 
update CMC center

Assign data point to CMC 

Create new outlier

C

Center

CMC CMC

C Cu

CMC CMC

C Cu

 
Figure 3: The new object fall into three regions 

3.1 Distance Measures 

Clustering approaches are based on determining 
the similarity of the data vector by measuring the 
distance between pairs. There is no standard distance 
metric that can better match all clustering 
applications. The significant features of distance 
measurement are illustrated in the following points: 

a. The distance from point a to itself is always 
zero. 

b. Distance is always positive. 
c. There is always the same distance between a 

and b as between b and a. 
d. The distance between point a to point b cannot 

exceed the total of the distance a and another 
point c and the distance between c and b.  

The measurement of Chebychev distance is based 
on the maximum difference in attributes. It is also 
known as the distance of the chessboard, or L∞ 
norm, or the norm of Chebychev. It calculates the 
absolute size of the differences between the data 
point and the centre of CMC. The distance between 
vector x and centroid c of Chebyshev is determined 
by: 

𝑑ሺ𝑥, 𝑐ሻ ൌ 𝑚𝑎𝑥|𝑥ଵ െ 𝑥ଶ|, |𝑦ଵ െ 𝑦ଶ| (1) 

 
3.2 Description of The Proposed CEC-Merge 

Algorithm  

The CEC-Merge algorithm contains four essential 
steps. Figure 4 depicted the flowchart of the CEC-
Merge process. For every data point the CEC-Merge 
algorithm implements these steps if needed: 

(i) Parameter Selection. 
(ii) Assign the CMC. 
(iii) Kill Weak CMC. 
(iv) Update Cluster Graph. 

Start

Parameter Selection

Assign CMC

Kill Weak CMC

Update Cluster 
Graph

If end of data 
stream

End

Yes

No

Update Edge

Cluster Relation

 
Figure 4: The flowchart of CEC-Merge 

i. Parameter selection  

Before the CEC-Merge algorithm has been 
implemented. Several internal parameters are 
defined on the basis of an application comparable to 
another algorithm. The CEC-Merge algorithm 
requires a variety of internal parameters to be 
performed. The parametric qualities rely upon the 
application as follows:  

a) Radius: is the minimum distance allowed for an 
object from the CMC centre to belong to it. 

b) Decay: is a significant boundary used to 
signifies the number of last samples we 
consider for processing at time t. For example, 
if the decay parameter is set to D and we are at 
a time t, then we consider the time t, t-1,t-2, ...,t-
D+1 sample. 

c) Minimum Threshold: is the minimum number 
of objects that are needed to form the CMC or 
promote the current outlier to CMC.  

d) Sample Speed: this parameter indicates the 
speed of the data to be processed. 

e) Minimum links: represents the minimum 
number of links between two clusters to merge 
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then into one cluster while avoiding false 
merging. 

f) Time intervals: this parameter indicates the 
minimum time interval of the intersection 
between two clusters to merge them into one 
while avoiding false merging.  

ii. Assign the CMC 

This section of the approach uses a density 
Core Micro-clustering method. Each object x1, x2, …, 
xn in the data stream falls into the empty data space, 
and the cluster is formed depending on the density of 
data. When the data arrives, this method identifies 
the outliers and CMCs and their neighbours. Next 
step, the algorithm check if the newly arriving data 
point belongs to any existing outliers or CMCs. 
Then, the algorithm will use the Chebychev function 
to calculate the d distance from the data and the 
nearest CMCs centre. If the distance d(xn, c)<R, 
where xn denotes the arriving data at a time t, c is the 
centre of CMCs or outliers, R is the maximum 
radius. In this case, the data point belongs to the 
CMC or outliers; otherwise, a new outlier is created. 
Further confirmation is directed to choose whether 
the update unit is an outlier, and if the number of data 
points is higher than the density threshold, then the 
algorithm will promote the outlier to CMC. A new 
or modified CMC must be assigned to the cluster of 
the nearest CMC shell region by determining edge. 

 
In the update edges function, the algorithm creates 

new links on the neighbours of CMCs and triggers a 
timer for each created link.  

 

iii. Kill Weak CMC 

This section of the CEC-Merge technique reduces 
and excludes the energy of CMCs if their energy 
is below zero. The algorithm using the fading 
window to reduce the life of CMCs. When removing 
the CMC, also the quantity of CMCs will be reduced, 
and the edge will be updated.  

 

iv. Update Cluster Graph 

Clustering graph is used to form Macro-clusters 
by interconnecting shell region of CMC with kernel 
region of other CMC while avoiding false merging. 
some change is made by the clustering graph if 
either: 

Case1. A CMC centre location has been shifted.  

Case2. A CMC is moved or when a new CMC 
arrives.  
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Case3. A CMC has died and been removed. 

The goal of cluster relation is to merge clusters 
that have a number of links above a certain level of 
the minimum links with the time that has passed on 
each one more than the time interval. Thereafter, it 
returns the updated cluster. 

 

4. RESULTS AND DISCUSSION 

The efficiency comparison of the CEC-Merge 
algorithm with that of the CEC [41] and CEDAS[33] 
algorithms are discussed in this section. The CEC-
Merge algorithm is implemented using MATLAB 
R18a, and their performances are evaluated on a PC 
with an Intel i5 CPU with 16GB RAM. The 
proposed and other algorithms parameters are set as 
Decay = 1000, Radius = 0.05, Density Threshold = 
4 data points, Time Intervals = 150 s, Minimum 
Links = 25. The minimum links is set to ensure all 
CMCs are connected in the same cluster or between 
two clusters in the same relation. Whereas, the time 
intervals are set on each created link to avoid false 
merging when two clusters are getting close to each 
other or overlapping on top of each other.  

 
Real-world and artificial datasets were used to 

evaluate the proposed CEC-Merge algorithm, such 
as evolving network intrusion detection 
(KDDCUP'99) [25, 34, 35, 41, 44-47], evolving 
Spiral datasets. The KDDCUP'99 containing two 
weeks of TCP connection logs of LAN traffic. It 
contains 4,999,000 objects depicted by 42 attributes 
with 34 dimensions. We used 10% of the data for this 
experiment. Besides, 2d-dimension synthetic 
datasets are used, i.e., Spiral contains 6.012 records 
[42, 43, 47]. The purpose of the experiment is to 
verify the average accuracy, average purity, and 
average Normalized Mutual Information (NMI). 

4.1 Cluster Purity 

Purity is applied for evaluating the CEC-Merge 
algorithm and can be described as the number of data 
points in each cluster divided by the number of 
ground truth [34, 39-43, 47-49]: 

𝑃𝑢𝑟𝑖𝑡𝑦 ൌ
∑ 𝑛

ௗே
ୀଵ

𝑛
 (2) 

where 𝑛
ௗ is the dominant class sample, 𝑛 is the 

number of samples present in a cluster and N is the 
number of clusters. The comparison between the 
CEC-Merge, CEC and CEDAS algorithms on the 
KDDCUP’99 and Spiral datasets in terms of average 
purity with varies sample speeds are depicted in 
Figure 5. When the speed of the sample differs from 
25 to 125 pits per second (PPS), the proposed CEC-
Merge algorithm has better average purity compared 
to other algorithms. For example, at sample speed 
100 PPS, the CEC-Merge average purity in the 
KDDCUP’99 achieves 94.31% compared with the 
values of the CEC of 92.47%, respectively; the value 
of CEDAS of 87.39%, respectively. While the 
average purity of CEC-Merge in the Spiral dataset is 
above 90% at all sample speed. We conclude that the 
CEC-Merge algorithm is capable of achieving 
higher average purity than the CEC and CEDAS 
algorithms, the reason is that the proposed algorithm 
has the ability to detect false merging resulted from 
evolving data streams and avoid it by using the time 
interval and the minimum links, thereby enhancing 
the clustering purity. 

(a) 

(b) 

Figure 5: Performance of the CEC-Merge, CEC 
and CEDAS using KDDCUP’99 and Spiral 
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4.2 Cluster Accuracy  

Accuracy is used for evaluating the clustering of 
data streams and can be described as a number of 
samples in a cluster that belong to that cluster and do 
not belong to any other cluster [34, 39-43, 47, 48]: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 ൌ
∑ 𝑛

ௗே
ୀଵ

∑ 𝑛
ே
ୀଵ

 (3) 

where 𝑛
ௗ is the dominant class sample, 𝑛 is the 

number of samples present in a cluster and N is the 
number of clusters. The comparison of the CEC-
Merge algorithm with CEC and CEDAS algorithms 
in terms of average accuracy depicted in Figure 6. 
The evolving KDDCUP’99 and spiral datasets were 
used to evaluate the proposed algorithm. When the 
speed of the sample differs from 25 to 125 PPS, the 
CEC-Merge algorithm always achieves high average 
accuracy compared to CEC and CEDAS algorithms. 
For example, at a speed of 125 PPS, the CECC-
Merge in the KDDCUP’99 achieves 97.20%, CEC 
achieves 94.5% and CEDAS achieves 90.53%. 
Regarding the average accuracy with Spiral, the 
CEC-Merge reaches 85.85%, whereas CEC reaches 
72.77% and CEDAS reaches 70.83%. The outcome 
shows that the CEC-Merge algorithm can obtain 
high average accuracy than the CEC and CEDAS 
algorithms. This result is interpreted by the 
awareness of false merging when the clusters 
overlap due to evolving; their overlapping is 
temporary and does not mean unifying the clusters.  

(a) 

(b) 

Figure 6: Performance of the CEC-Merge, CEC 
and CEDAS using KDDCUP’99 and Spiral 

datasets in terms of accuracy 

4.3 Normalized Mutual Information (NMI) 

NMI is used to assess the clustering of data 
streams and show how similar two clusterings are 
[47, 50-52]: 

𝑁𝑀𝐼 ሺ𝑃∗, 𝐿௧ሻ

ൌ

∑ ∑ 𝑛 logଶ ቆ
𝑛𝑛

𝑛
∗𝑛

௧ቇ
ୀଵ


ୀଵ

ඨ∑ 𝑛
∗ logଶ ൬

𝑛
∗

𝑛 ൰ ൈ ∑ 𝑛
௧ logଶ ቆ

𝑛
௧

𝑛 ቇ
ୀଵ


ୀଵ

 (4) 

where 𝑃∗ is the consensus partition, 𝐿௧ is the 
ground-truth of the dataset, 𝑛 is the total number of 
data points in the given dataset 𝑋, 𝑛 is the number 
of data points in the intersection of the ith cluster of 
𝑃∗and the jth cluster of 𝐿௧, 𝑛

∗ and 𝑛
௧ which are the 

number of data points in the ith cluster in 𝑃∗and the 
number of data points in the jth cluster in 𝐿௧, 
respectively. The comparison between the proposed 
CEC-Merge, CEC and CEDAS in terms of the 
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average normalized mutual information is illustrated 
in Figure 7. We test them on the same evolving 
KDDCup‘99 and Spiral dataset. The evaluation 
shows that the CEC-Merge algorithm has superior 
normalized mutual information than the CEC and 
CEDAS algorithms. For example, when the speed is 
25 PPS, the CEC-Merge algorithm with 
KDDCUP’99 reaches 88.55%, whereas CEC 
reaches 86.26% and CEDAS reaches 82.79%, 
respectively. Regarding the average normalized 
mutual information with Spiral, the CEC-Merge 
reaches 70.39%, whereas CEC reaches 50.03% and 
CEDAS reaches 47.48%. We conclude that the 
CEC-Merge can achieve superior average 
normalized mutual information than the CEC and 
CEDAS algorithms. This evaluation shows the 
similarity between two clusters and the reason to 
obtain better NMI in our proposed algorithm because 
the clustering solution perfectly matches a given 
class labelling of the data. 

(a) 

(b) 

Figure 7: Performance of the CEC-Merge, CEC 
and CEDAS using KDDCUP’99 and Spiral 

datasets in terms of NMI. 
5. CONCLUSIONS 

This paper introduced an improved approach 
for evolving data streams clustering using a density 

core micro-cluster with Chebychev distance function 
and false merging called CEC-Merge. The proposed 
algorithm considered two important metrics such as 
the minimum links and time intervals to enhance the 
clustering quality. This algorithm can handle the 
evolving nature of data streams in an online 
manner. This algorithm is compared with the CEC 
and CEDAS algorithms in terms of average purity, 
average accuracy, and average normalized 
mutual information.  

 
The CEC-Merge algorithm is tested by the 

evolving data streams such as KDDCUP'99 and 
Spiral. It further demonstrates its ability to produce 
high cluster efficiency. Evolving data streams using 
different quality metrics show that the clusters 
generated in the CEC-Merge algorithm are pure and 
more accurate than those of similar 
existing clustering algorithms. This is due to its 
ability to detect false merging resulting 
from evolving and avoiding it by using the time 
interval and the minimum links, and does not mean 
unifying the clusters. However, one of the 
limitations of the CEC-Merge algorithm requires 
high number of distance function calls to calculate 
the distance between the data point and the CMC or 
outlier centres, especially with high dimensional 
data. Our future studies will focus on using false 
merging with the density grid-based method. 
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