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ABSTRACT 
Profanity on the pages of social networking networks is growing the number of problems social networking 
has. Easy and automated steps are necessary to control the amount of content that is generated on a daily 
basis. There is a significant research question concerning language instruction rather than the 
implementation methods. 
We are creating a dataset of internet users in Kazakhstan where they use social networks and the media to 
share their opinions. According to this report, it is the first time anybody has ever done a study focused on 
complaints from multiple social networks. We have classified our index in a variety of respects, one of 
which is to use derogatory terms. 
Furthermore, our results will not only explore the roots of offensive language, but will also present 
concepts that help in differentiating such types of offensive language, such as offensive language and 
cyberbullying. We use machine learning approaches to access the data sets we can use for the automated 
study of offensive language on social media. The results show that recognizing offensive language on 
social networks is a task that can be solved automatically and produces excellent results. 
 
Keywords: Offensive language, Hate Speech, Machine Learning, Detection, Classification, Natural 

Language Processing, Social Networks, Social Media. 

 
1. INTRODUCTION 

 
The progress of science and technology is 

currently accompanied by the intensive introduction 
of new information technologies in many areas of 
human activity. The development of the Internet 
leads to an uncontrolled exponential growth in the 
amount of various information, most of which is 
presented in text form [1]. 

With the development of the capabilities of 
telecommunications systems, scientific and 
technological progress generates both positive 
consequences and negative results, which 
subsequently awakens the phenomenon of social 
deviation, in particular, in Web content [2]. The 

information space of the Internet contains a lot of 
resources that carry information of various 
types,including destructive ones [3]. 

Destructive data is data that in a destructive and 
harmful manner impacts a mainstream audience's 
consciousness and actions. In general, social 
networks and the Internet are a "convenient" 
environment for the organization of disruptive 
knowledge and psychological control, including for 
the exploitation of persons, social classes and 
culture as a whole [4]. 

In fact, the task of identifying destructive 
information can be reduced to the task of 
classification. This task allows you to assign text 
information to the class of texts containing 
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destructive information or to the class of texts that 
do not contain destructive information. It is 
possible to assign information to one of the two 
classes by searching the text for so-called 
destructive content indicators, which include 
profanity, calls for mass riots, terrorism, drug 
trafficking, and others [5-7].   

The modern global network contains a huge 
amount of heterogeneous information, which in its 
content can be considered as malicious. The 
discovery of sources is an important task, since 
their dissemination and use can lead to serious 
negative consequences both at the local level, 
affecting the interests and rights of individuals, and 
at the global level, which is reflected in 
international disputes and conflicts [8]. 

As an example of the detection of malicious 
information objects (IO), we can cite parental 
control systems. The role of IO in such systems is 
the information provided by such Internet services 
as websites, social networks, online chats, gaming 
and media portals, and others. In this case, the 
denial of access to the IO is performed based on the 
analysis of data flows transmitted from the 
corresponding Internet resource to the end user. A 
sign for such a ban may be the presence of 
malicious information containing, for example, 
profanity, calls for illegal actions or instructions 
that promote an unhealthy lifestyle [9-11].  

The very task of detecting malicious information 
can be considered as a task of categorizing IT, in 
which illegitimate categories are defined in 
advance. Systems designed to solve this problem 
can be based both on the manual construction of 
classification rules, and with the involvement of 
automatic means of their generation. It is the latter 
type of such systems that is of the greatest interest 
to researchers in connection with the constant 
growth, development and popularization of such a 
promising scientific direction as machine learning 
[12]. 

The article discusses the issue of improving the 
effectiveness of detecting malicious IO by the 
example of the problem of classifying web pages 
using various machine learning methods and 
combining them. 

 
 

2. RELATED WORKS 
 
The task of detecting malicious information on 

the Internet can be reduced to the classification of 
web pages, in which a number of categories are 
pre-determined by the system administrator as 
containing illegitimate content. In this area, there 

are many works devoted to the construction of both 
expert systems and fully automatic systems [13]. 

The CONSTRUE system presented in [14] is 
based on production rules created manually by an 
expert operator. This system is designed to classify 
economic and financial news and correlate the 
analyzed text to one of 674 categories. The 
classification accuracy for the CONSTRUE system 
is more than 90 %. The disadvantage of such a 
system is that its maintenance in a consistent state 
requires the regular involvement of specialists who 
perform the addition and correction of production 
rules. 

The approach to content categorization with 
automatic generation of classification rules is 
considered by researchers in [15]. Their proposed 
rule format is disjunctive normal form (DNF). The 
algorithm for generating rules is based on the 
sequential replacement of one of the conjuncts and 
the further addition of a new conjunct until one 
hundred percent coverage of the training sample is 
built (i.e., such a set of rules that will provide an 
error-free classification of training elements). This 
algorithm performs a heuristic search for such 
rules: the algorithm does not provide finding the 
minimum number of DNF conjuncts. In addition, 
unlike a decision tree, conjuncts united by a single 
rule using this algorithm are not mutually 
exclusive. 

Predicates reflecting the signs were used as 
elementary conjuncts (atoms).: 

1) the occurrence of a certain word (or phrase) 
from a local dictionary (a set of words containing 
concepts specific to one category) in the analyzed 
text; 

2) exceeding the frequency of occurrence of a 
certain expression within the analyzed text by the 
specified threshold value. 

The proposed approach allows you to keep the 
presentation of the rules in a format that is 
convenient for analysis by experts. At the same 
time, with the described method of generating rules, 
the generalizing ability of the system and the ability 
to process noisy data are lost. 

The authors of the article [16] propose to accept 
the analyzed document as an array of real-valued 
coefficients, which represent the relative and 
absolute frequencies of occurrence of certain words 
in the classified text. Among these coefficients 
were highlighted [17-19]: 

- the frequency of the word (TF, from the 
English Term Frequency); 

- Inverse document frequency (IDF, from the 
English Inverse Document Frequency); 
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- the importance of the word (TD, from the 
English Term Discrimination), where TD = TF × 
IDF; and some others.  

In [20], an approach is presented that allows us 
to assign each word its integral weight, including 
the probability of the appearance of this word, both 
within a certain category, and within the entire 
collection of documents, and taking into account 
the other categories. 

A comparison of two machine learning methods, 
namely the Bayesian classifier and the decision 
tree, in the context of the text categorization 
problem is performed in [21]. The authors of this 
article emphasize that the decision tree shows the 
best performance on large training data sets, and the 
Bayesian classifier shows the best performance on 
smaller data sets. Moreover, the Bayesian classifier 
with the increasing number of treatable symptoms 
observed the situation of overfitting (on the test set 
performance of the classifier is reduced), and 
decision tree under these conditions, and sufficient 
training samples increases the efficacy of the 
classification.  

The applicability of another popular machine 
learning method, namely, the support vector 
machine (MOV), to the problem of text 
classification is investigated [22], where the author 
highlights the ability of MOV to learn on both high-
dimensional and sparse feature vectors. The 
solution to the problem of text classification in 
most cases has the form of linearly separable areas, 
for the separation of which the MOU can be used. 

The article [23] describes two types of 
convolutional neural networks: direct signal 
propagation and with the transformation of the" 
bag-of-words " on the convolutional layer. As a 
result of experiments, the authors found that the 
first type of neural network demonstrates greater 
performance in terms of classification indicators 
compared to the second type of neural network. 

In [24], a method is presented for extracting 
features within the text categorization task. The 
proposed modification of the genetic algorithm, as 
shown by experiments, allows us to achieve a more 
compact representation of the training vectors in 
terms of their dimension and improve the quality of 
classification of the analyzed text. 

A common limitation for the above-mentioned 
works on the application of machine learning 
methods to the problem being solved is the use of 
single-component classifiers, which makes it 
impossible to train the model in parts and, in turn, 
makes it difficult to parallelize this process. 

The analysis of works in this subject area shows 
the relevance of the topic under consideration. At 

the same time, despite their diversity, the task of 
developing a methodology designed to detect 
malicious IO on the Internet and combining 
machine learning methods and their combination 
remains a high priority in the research community.  

 
 
3. RESEARCH METHODS 
 

Traditional methods of content analysis used to 
study small volumes of text provide the researcher 
with a high level of control in solving analytical 
problems [25-27]. The methodological techniques 
presented in this paper are based on automated 
analysis of large text arrays of information on the 
Internet. The grouping and interpretation of the 
research results is based on the method of sound 
theory, which is consistent with the theory of 
relations presented above. 

Among the methods for assessing the emotional 
background and extracting entities from tweets, the 
Dostoevsky neural network model and stemming 
with word root search were selected (as having the 
highest accuracy). In the presented models are used 
as methods of machine learning, algorithmic and 
classical methods of analysis. The developer of 
software tools is M. A. Kitov. The accuracy of the 
classifications was assessed using manual marking 
of a part of the data [28-30]. 

User messages were extracted from open sources 
on the Internet. The study collected and processed 1 
377 879 tweets. Content analysis of messages was 
performed according to the following algorithm: 
data cleaning from irrelevant content and spam; text 
splitting into tokens and morphological analysis; 
text tonality evaluation [31]. 

As the results of the statistical analysis of words, 
the following values were used for each desired 
entity: the number of mentions; the number of 
positive mentions; the number of negative 
mentions; the overall average emotional intensity of 
the utterance. In this paper, only the last position is 
presented – the average emotional intensity of 
words and utterances [32]. 

 
 

4. DESCRIPTION OF THE CORPORA 
 
Twitter was chosen as the platform for collecting 

the corpus because: 
1. First, twitter users often express a subjective, 

emotionally charged opinion about something; 
2. To express emotions, users use live, 

conversational language, which may contain slang 
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and profanity that enhance the tone of the 
messages; 

3. When writing messages, users may make 
widespread mistakes that are corrected by the 
editors of news publications, but which must be 
taken into account when classifying texts from the 
Internet (for example, blogs or product review 
sites) by tone. 

Using the twitter Streaming API [33], a text 
collection consisting of about 15 million short 
messages was collected, on the basis of which, 
using the method [34] and the filtering proposed by 
the author [35], a balanced corpus was formed, 
consisting of the following collections: 

* collection of positive messages 114,991 
entries; 

* collection of negative messages 111,923 
entries; 

 
 

5. IDENTIFYING FEATURES FOR THE 
TASK OF TEXT CLASSIFICATION BY 
TONALITY 

 
All documents from the training and test samples 

are dimensional feature vectors. Thus, the 
document is defined as a vector d = (w 1, w 2,..., w 
/ V|), where V is the set of all unique unigrams 
from the training sample, and w i is the weight of 
the i-th unigram. For weighing unigrams in this 
paper, the following weight scheme TF-IDF is 
used, which is calculated by the formula: 

 

)(
log.

itT

T
tfxidftf   

(1) 

 
hereafter, tf is the frequency of occurrence of the 

term in the collection (positive or negative tweets). 
T is the total number of messages in the positive 
and negative collections, and T(ti) is the number of 
messages in the positive and negative collections 
containing the term. 
 

 
 
 
6. ANALYSIS OF APPROACHES TO THE 
SOLUTION 

 
To solve this problem, the existing search 

methods used to find specific words in the text were 
analyzed using the example of searching and 
identifying profanity among destructive 
information [36-38]. 

Often, solutions aimed at organizing the search 
and identification of destructive information (for 
example, profanity) involve the analysis of search 
methods based on expert information processing. 
The result of the use of expert methods is the 
creation of so-called "black lists" of Internet sites 
containing undesirable information prohibited for 
distribution. The introduction and formation of such 
lists are aimed at the mandatory blocking of illegal 
Web pages, but due to the large amount of such 
content and the rather long time spent using only 
the human factor, the use of this method is not 
appropriate. Therefore, in the task of identifying 
destructive content, automated methods are used to 
improve the quality of the process execution [39]. 
These include the so-called thematic search (by 
dictionary) and intelligent data processing methods, 
the advantages of which are shown in Figure 1. In 
addition, due to the need for constant replenishment 
of the inventory, the use of thematic search in a 
"pure" form is impractical. In addition, when using 
simple methods of searching for destructive words, 
the system requires constant interaction with an 
expert in order to analyze web content most 
effectively. Such methods are not able to adapt the 
system to objective changes in the subject 
(problem) area of the system functioning, do not 
have the ability to independently acquire new 
knowledge and automatically replenish it, i.e. self-
study [40].  
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Figure 1: Advantages Of Intelligent Data Processing Methods 

 
Thus, by endowing the developed system with 

properties and skills close to human factors, the 
search for dangerous content can show the most 
effective possibility of detecting destructive 
meaning in text information. 

 
 

7. DATA COLLECTION METHODS 
 
The article proposes a variant of the formal 

model of the implementation of this process within 
the framework of the engineering approach, 
according to which, in order to reproduce a 
linguistic object (phenomenon) using a computer, it 
is necessary to create a database of formalized 
data/knowledge describing this object 
(phenomenon), and build an algorithm for its 
functioning on its basis [41]. The database of the 
prototype of the above system was formed on the 
basis of a study of 215 English-language accounts 
of the social network Twitter with a total volume of 
200,000 tweets, of which more than 4,000 tweets 
were analyzed in detail. According to the results of 
the analysis, 583 English-language tweets 
containing signs of a destructive 
"cyberbullying"strategy were identified [42-44]. 

Electronic verbal harassment was most often found 
in the posts of teenagers aged 11-17 years, as well 
as young people aged 18-35 years. Adolescent 
cyberbullying was carried out, as a rule, by groups 
of individuals, and electronic harassment in the 
youth environment was implemented according to 
the "one buller – one victim"scheme [45]. 

At the first stage of the database formation, we 
took into account the fact that participants in 
network communication often use forms of 
expression of thoughts that are far from traditional 
lexical norms. So, in the texts of tweets, there are 
abbreviations that reflect, in fact, the user's reaction 
or emotions (OMG-Oh my God, WTF-what the 
fuck), various abbreviations (u-you, Bout-about), 
intentional spelling mistakes, typos, etc. From a 
linguistic point of view, the lexical form of their 
representation is far from traditional, which makes 
it almost impossible to automatically analyze them 
until they are normalized. Therefore, a thorough 
analysis of the empirical material allowed us to 
identify all the words that are subject to lexical 
normalization in the array of tweets. For example, 
such tweet units as yoself, wtf, bae, bestest, dunno, 
sus, b4, etc.were selected as database elements and 
the correct spellings were recorded [46]. 
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At the second stage of creating the database, 
eight classes of verbal markers were identified that 
clearly indicate the presence of electronic bullying 
in the messages of Twitter users and are therefore 
important for developing a procedure for 
automatically determining the means of its 
implementation [47-48]. Further, from the array of 
English-language tweets, specific lexical units that 
were part of previously defined classes were 
identified. The identification of cyberbullying 
markers was based on the knowledge of the English 
language, as well as taking into account a number 
of dictionary and reference sources, for example, 
The Oxford Advanced Learner's Dictionary, 
Merriam-Webster Dictionary, Collins Dictionary, 
etc. The verbal markers are: 

1) taboo and obscene vocabulary (one-
component, two-component, three-component and 
multi-component) - is used as a means of 
pronounced verbal aggression with the aim of 
social discrediting the victim, manipulating her by 
emphasizing her own superiority. This layer of 
vocabulary includes the words bastard, freak, 
moron, dirty cow, pussy eater, eat my shorts, dirty 
son-of-a-bitch, worthless excuse for a human being, 
etc., which clearly indicate the presence of 
electronic harassment in tweets; 

2) words that name concepts related to the 
intimate life of a person - often used by bullers in 
order to hurt the feelings of the victim, humiliate 
and insult her. In many languages, the names of the 
genitals and types of sexual acts belong to taboo 
vocabulary and are often used to express a high 
degree of aggression of the addressee. This group 
includes the words ass, choad, penis, tities, vagina, 
etc.; 

3) words referring to concepts related to sexual 
orientation and sexism - often, in order to achieve 
the above goals, victims are attributed and / or 
emphasize their non-traditional sexual orientation 
or sexist affiliation, using the words gay, lesbiana, 
pedophile/pedo, sexist, trans, etc., and the addressee 
is not necessarily a representative of a sexual 
minority; 

4) words expressing a wish for evil and death – 
the use of such lexical units is due to buller's strong 
personal dislike and even hatred of the victim. The 
use of such lexical units as commit a suicide, die in 
inferno, slit your wrists, stop breathing, etc. shows 
that buller wants to emphasize his superiority over 
the victim, to prove his greatness; 

5) words that express humiliation and insult of a 
person-most often used when electronic harassment 
occurs according to the scheme "several bullers – 
one victim". The lexical units cocky, dull, foul, 

ignorant, stupid, etc.are aimed at undermining the 
self-esteem and self-esteem of the victim through 
her constant criticism and understatement of her 
abilities. Thus Buller seeks to demonstrate his 
power over her; 

6) words that name concepts related to 
nationality and racism, such as blackface, hack, 
nigger, racist, sociopath, etc. - allow the aggressor 
to inflict not only moral, but also social harm on the 
victim; 

7) words that name animals - used as an insult, 
such lexical units pass into the category of 
invective words on a par with traditional profanity. 
The use of such animal comparisons as cow, 
donkey, pig, pooch, sheep, worm, etc. equates the 
characteristics of the victim with the characteristics 
of animals, which belittles its status in society and 
increases the buller's self-esteem by belittling it; 

8) words that name people with physical and 
mental disabilities – the main purpose of using this 
vocabulary is to humiliate the honor and dignity of 
the victim, reduce her social attractiveness, destroy 
her as a person. Buller often uses language that 
indicates the victim's limited mental capacity when 
the victim is smarter than him, and Buller wants to 
prove otherwise. This group includes the words 
deaf, cripple, imbecile, moronic, weak-minded, etc. 

 
 

8. DATA COLLECTION 
 
8.1. Development of a corpus 

It is important to collect text data for the study of 
what is spoken, feeling, or feels in texts. 
Unfortunately, it is hard to find suitable texts for 
this assignment when it comes to dealing with 
offensive language in a specific language. Many 
social networks and especially collections such as 
digital libraries, digital archives, and research 
databases, are all sharing catalogue and need to be 
filtered to specific categories of research topics. 
Our decision to create our own corpus of offensive 
language texts stemmed from the issues with our 
previous corpus, including its complexity and the 
fact that there is no separate subfield of 
Kazakhstan's language for offensive language. The 
corpus consists of two elements: text records 
containing offensive language, and open social 
network sites on which there are no offensive 
language posts. In order to collect data, we used 
parsing technologies. In Figure 2, you can see a 
basic data collection design. 
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Figure 2: Data Collection 

In the data analysis portion of the questionnaire, 
it was discovered that data from different data 
sources are needed in order to conduct the analysis 
(Vkontakte [49], Instagram [50], news portals). 
Now that the APIs have been made available to us, 
we learned on our own that they are perfect for 
collecting up-to-date knowledge. VK API methods 
used to collect the data from Vkontakte social 
network [51]. 

A parser for the research was created by using 
two separate parser forms. One simple and visual 
example of a practical and an equal financial 
system is this example of an operation of all forms 
of schemes as can be seen in Figure 2. 

We had identified the code in the document by 
using this document's headers, and that helped us to 
download the HTML for this page. You could also 
get the responses one page at a time, which would 
cause the request and answer to be smoother, and 
less extraneous pieces of details would be available. 
Then, by changing the configuration of the site, i.e., 
by using various objects, we can obtain different 
data which will participate in the studies. When all 
the material is collected, it would be placed in a 
convenient format for subsequent retrieval by a vast 
number of users. 

 
f = open("demofile2.txt", "a") # opening the file for 
editing 
f.write("---") #record data 
f.close() # close 

All the measurements required for the data have 
been taken, and the workflow is now able to input 
the mathematical model. While this situation is 
quite identical to the previous one, the coding that 
is missed are meaningless and unimportant in the 
eyes of the developers. Because the computer can 
retrieve information from several sites at the same 
time, it will remain updated to guarantee that the 
information is as reliable as possible. 
Customization of the upgrade frequency is 
authorized without regard to the discrepancies 
between updates, at whichever intervals you desire. 
Our scenario specifies that the script adjusts the 
data every 15 minutes, meaning that all of the 
system's data will be available at any stage, and 
updates itself every 15 minutes. 

 

8.2. Data Preprocessing 

For the task at hand, we used a parser that 
collected two different datasets of texts—one for 
hateful texts and the other for optimistic texts—and 
applied this data to the outcome. The vectors in 
Figure 3 are schematically represented, as shown in 
the bottom of the figure, using the corpus. As can 
be seen on the left, blue-labeled words here signify 
neutral or unproblematic material, while green-
labeled meanings imply content of hateful or 
insulting meaning. 
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Figure 3: Graphical Representation Of Word2vec Vectors 

These texts include hateful expression, which is 
not present in many other sites, and as such are 
categorized as blog posts that contain significant 
amounts of balanced content. When you see Figure 
4, think of it as the markings on the shaped corpus. 

Black text on a white background appears to project 
objective texts, whereas red text on a red 
background is widely used to illustrate text that 
uses inflammatory language. 
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Figure 4: Distribution Of Texts By Labels (Red Color Is The Texts That Contain Offensive Language, Blue Color Is 
Neutral Texts) 

 
9. EXPERIMENT RESULTS 
 
In order to determine the success of the 

program, we depended on accuracy, recall, F1, and 
continuity. Formulas of each expression were given 
in expressions (2)-(5).   

 

FPTP

TP
precision


  

(2) 

 
 

FNTP

TP
recall


  

(3) 

 
 

recallprecision

recallprecision
F





2

1  
(4) 

 
 

FPTNFNTP

TNTP
accuracy




  
(5) 

 
The acronym TP denotes true positive values, 

and TN denotes true negative values. Meanwhile, 
FP denotes false positive values, and FN denotes 
false negative values. 

A Receiver Operational Characteristic (ROC) is 
usually used in studies of binary classification to 
determine the amount of the classifier's 
classification precision. To find a binary 

classification gold standard, you must first provide 
a system of binarization to be able to submit the 
output data in. A simulation data collection is used 
to produce the outcome for each indicator, with an 
individual model for each of them. Yet each 
indicator is considered as binary predictions. 

 

9.1 Classification Results 

In order to properly classify internet offensive 
language, we used different deep learning 
algorithms. We saw good findings with Support 
Vector Machine, Random Forest, Naïve Bayes, K 
Nearest Neighbor, and Logistic Regression. 

Before we could be absolutely sure that our 
algorithm was right, we created a receiver 
performance (ROC) curve by cross-validating the 
algorithm on our dataset. The ROC curve was 
applied in this experiment in order to help further 
grasp performance of a given activity in various 
threshold environments. 

TABLE I.  RESULTS OF OFFENSIVE LANGUAGE 

DETECTION 

ML Method 
Accuracy 

Precisio
n 

Recall F1 score 

SVM 0.5062 0.6648 0.6647 0.8123 

Decision Tree 0.8599 0.7017 0.7059 0.8068 

Random 
Forest 

0.7018 0.7268 0.6547 0.7697 

KNN 0.8517 0.7305 0.7207 0.4892 

Naïve Bayes 0.8024 0.7158 0.7728 0.7681 
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ML Method 
Accuracy 

Precisio
n 

Recall F1 score 

Logistic 
Regression 

0.8105 0.7325 0.4892 0.7104 

 
 

 

 

Figure 5: ROC Curves Result 

 
The "steepness" of the ROC curve is significant, 

since it is a calculation of how far the X-axis curve 
needs to be broadened to increase the true positive 
outcome speed. 

In Figure 5, toggling different extreme 
predictions on different train and test datasets built 
from re-calculations of K-fold validation is seen. 
After you stop taking each of these curves, when 
you do the average curve of and subset of the 
training range, you can see the variance of the 
curve and understand the variations of the curves. 
This is an indicator that how the classifier's 
performance changes depending on the training 
data and how the classifier's output differs 
depending on the amount of K-fold cross-validation 
iterations. 

The graph appears to be smooth, and it appears 
as if the algorithm is competent at looking for 
distress, and has well-trained look for suicidal 
posts. 
 
10 .CONCLUSION 

 
Thus, in ensuring the information security of the 
Internet information space, a significant role is 

played by analyzing Web content to identify the 
presence or absence of a destructive orientation. 
Different approaches should be used to search for 
different types of destructive information. A 
possible solution to this problem is the joint use of 
several types of intelligent data processing 
methods, which will lead to further improvement of 
the efficiency of the system under development. 
The use of the proposed combined approach is a 
promising and complementary method of 
identifying destructive information. The use of this 
method allows you to reduce the amount of 
calculations by combining them, increase the 
visibility and interconnectedness of the results of 
the analysis of particular problems, and thereby 
increase the efficiency of the analysis of dangerous 
content by increasing the validity and efficiency of 
management decisions. 
At the same time, the feature of the proposed 
procedure is the ability of the system to 
automatically acquire new knowledge, which 
consists in self-replenishment of the dictionary. As 
a result of the research, the material was obtained, 
the analysis of which allowed us to conclude that 
the developed method can serve as a basis for the 
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implementation of a complex automated system for 
identifying destructive information.  
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