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ABSTRACT 
 

The spread of fake news is a problem faced by all active internet users, especially in Indonesian society. Fake 
news can have an impact on readers' misperceptions, causing harm to certain individuals or groups so that 
the Indonesian government issued Law number 19 of 2016 which serves to protect internet users from 
misinformation from fake news. The research that has been done in detecting fake news in Indonesian is still 
very much dependent on the results of detection from third parties and the Indonesian government in 
determining whether a news title is included in fake news or not, but if no similarity is found it will be 
considered as factual news so that this research proposes a fake news detection model based on the level of 
credibility of online news headlines. This model has 5 stages, namely: Scrapping Web, Document Similarity, 
Online News Search, Online News Scoring, and Classification. This research has also tested the use of the 
K-Means, Support Vector Machine with various kernel, and Multilayer Perceptron methods to obtain optimal 
classification. The results showed that at the Document Similarity stage an optimal threshold value is needed 
at 0.6, while the Classification stage determines that the most effective method on the data used is the 
Multilayer Perceptron with the provisions of Hidden Layer 30,20,10 so that you get a mean accuracy of 0.6 
and accuracy maximum of 0.8. 

Keywords: Fake News Detection, Online News, Credibility, Text Mining, Classification 
 
1. INTRODUCTION  
 

News is info concerning current events. this could 
be provided through many various media: word of 
mouth, printing, communicating systems, 
broadcasting, transmission, or through the testimony 
of observers and witnesses to events. Common 
topics for news reports embody war, government, 
politics, education, health, the surroundings, 
economy, business, fashion, and amusement, 
moreover as athletic events, far-out or uncommon 
events. Government proclamations, regarding royal 
ceremonies, laws, taxes, public health, and 
criminals, are dubbed news since precedent days. 
Technological and social developments, typically 
driven by government communication and 
undercover work networks, have inflated the speed 
with that news will unfold, moreover as influenced 
its content [1]. However, due to the ease with which 
people can access and share news online, there are 
some irresponsible people who share fake news. 

The spread of fake news is one of the problems 
faced by the Indonesian people. With fake news, a 
certain person or group can harm other people or the 
target group by using fake news. This is because 
based on previous research [2] fake news can change 
a person's behavior or people's thoughts on the 
subject in fake news so that they carry out harmful 
behavior in accordance with the fake news they 
receive. Fake news is easier to spread because 
internet users in the world are always experiencing 
an increase due to social media and massive internet 
usage [3]. In Indonesia, according to a survey 
conducted by the Indonesian Internet Service 
Providers Association (APJII) in 2019, it was stated 
that internet users in Indonesia reached 171.17 
million people or 64.8% of the total population of 
Indonesia with an increase of 10.12% from the 
previous year's survey. The survey on the main 
reasons for using the internet reached 24.7% for 
accessing communication media and 18.9% while 
the second reason for using the internet was   19.1% 
for accessing social media and 7% for accessing 
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online news portals[4]. This is also reinforced by 
research conducted[5], [6] which states that the lack 
of literacy culture in Indonesian society is one of the 
strongest supporting factors for the rapid spread of 
fake news. 

The Indonesian government already has a legal 
basis to take action against perpetrators of the spread 
of fake news, one of which is Law Number 19 of 
2016 [7] which regulates the use and dissemination 
of information to the public. However, the spread of 
fake news remains unsettling for the people of 
Indonesia where on the website pages of the 
Ministry of Communication and Information 
Technology of the Republic of Indonesia 
(Kemkominfo RI) detects fake news that is updated 
every day, and the number of fake news will increase 
in events that take people's attention, especially 
political events, political policies, health, and 
economics [8]. 

To avoid fake news, many of research has been 
done to detect fake news in Indonesian online news, 
but these studies still revolve around the detection of 
fake news based on the measurement of the 
similarity of news headlines entered by users with 
the results of detection of fake news from third 
parties such as Masyarakat Anti Fitnah Indonesia  
(MAFINDO) and the Kemkominfo RI Therefore, 
has to wait for the detection results first, then it can 
be determined that a news headline is fake news or 
factual news. In addition, some of the research that 
has been studied (listed in the Related Works 
section) does not reveal the solution if there is no 
similarity between the news headlines entered by the 
user and the results of detection from third parties 
and will even be immediately considered factual 
news without further analysis. 

While the International Federation of Library 
Associations and Institutions (IFLA)[9]–[11] 
publishes ways to check the truth of news received, 
including consider the source of the news or place of 
the news publication, understand the headline well 
in order to get an overview of the content of the news 
and check the date of publication to find out the 
update of the news. With these problems, a 
computational framework is proposed to assist the 
public in checking the truth of the news it receives 
through 4 stages, namely: Matching news headlines 
against a collection of fake news from the Ministry 
of Communication and Information and MAFINDO, 
measuring the level of credibility of online news 
based on the credibility value of news headlines, the 
popularity of news publication place, and time of 
news publication, measuring the level of credibility 
of news on social media based on the time of news 

publication, social media accounts that publish 
news, and news messages published. 
 
2. RELATED WORKS 
 
2.1. Detection of Fake News in Indonesian 

Language News 
  

Several studies have detected fake news using 
online news data in Indonesian, such as in research 
conducted by Pratiwi et al. [12] where the detection 
of fake news was carried out by collecting news that 
had been labeled as fake news from the 
turnbackhoax.id site and then the similarity level 
was calculated. Headlines entered by the user and 
yielded an accuracy value of 78.6%. Next, in a study 
conducted by Al-Ash and Wibowo [13] where the 
detection of fake news was carried out by measuring 
the level of similarity of the resulting phrases and 
entities in the title sentence entered by the user with 
a collection of news from turnbackhoax.id and 
successfully detecting fake news with an accuracy 
value of 96.74%. Whereas in the research of 
Prasetijo et al. [14], performed a comparative 
analysis of the performance of the classification 
algorithm between Support Vector Machine and 
Stochastic Gradient Descent to classify fake news 
from news titles entered by users based on news 
titles labeled fake news taken from the 
turnbackhoax.id site where the SGD algorithm can 
detect fake news better than SVM. In a study 
conducted by Al-Ash et al. [15], which corrected the 
weaknesses of previous studies using ensemble 
learning techniques using the Naïve Bayes 
algorithm, Support Vector Machine, and Random 
Forest which resulted in a better accuracy rate of 
98% in detecting fake news. Next, in a study 
conducted by Fauzi et al [16] where fake news 
detection was carried out using data from social 
media Twitter and processed using the TF-IDF 
algorithm and the Support Vector Machine 
classification algorithm, resulting in the detection of 
fake news with an accuracy of 78.33%. Whereas the 
research of Prasetyo et al. [17], analyzed the 
performance of the LSVM algorithm, Multinomial 
Naïve Bayes, k-NN, and Logistic Classification in 
detecting fake news from user input news headlines 
based on labeled news obtained from the Ministry of 
Communication and Information of Central Java 
Province and TurnBackHoax and producing an 
algorithm. The most optimal is Logistic 
Classification with an accuracy value of 84.67% 
which was compared to research from [18]. 
Furthermore, in Rahmat et al’s research [19], fake 
news was detected from the URL entered by the user 
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then the contents of the URL would be classified as 
fake news or factual news based on labeled data 
taken from TurnBackHoax using the Support Vector 
Machine classification algorithm with a Linear 
kernel resulting in detection Fake news with 85% 
accuracy which was compared to research from [14], 
[20]–[22]. Research [23] has also classified fake 
news using the Supervised Binary Text 
Classification algorithm based on previous research 
[24] and [25] so that an accuracy value of 0.83 is 
obtained. Meanwhile, research [26] conducted a 
classification of fake news and sentiment analysis of 
Indonesian language news using the Naïve Bayes 
algorithm which was optimized with the Particle 
Swarm Optimization algorithm. This research was 
conducted on the basis of the results of previous 
studies [27]–[30] so that the results showed that the 
higher the level of negative sentiment in news, the 
higher the hoax rate. the news. Furthermore, in 
research [31] classification of fake news has been 
carried out based on news that has been labeled fake 
news with news headlines entered by the user using 
the Smith-Waterman algorithm with an accuracy 
value of 99.29%. Research [32] has also classified 
fake news by utilizing feedback from site page users 
using the Naïve Bayes Classifier algorithm which is 
based on the results of previous research [33] dan 
[21] , with the results obtained as 0.91 for precision 
and 1 for recall. Then in research [34] has also 
classified fake news using the Term Frequency / 
Term Document Matrix algorithm and combined it 
with the k-Nearest Neighbor algorithm so that an 
accuracy value of 83.6% is obtained. 

Based on the literature study that has been 
explained, it shows that the research carried out on 
the detection of fake news in Indonesian, the 
majority only relies on the results of detection from 
parties who have carried out the labeling of news 
headlines such as MAFINDO or the Ministry of 
Communication and Informatics of the Republic of 
Indonesia and then measuring the level of similarity 
of news headlines already has a label with the 
headline entered by the user and involves a 
classification or clustering algorithm but still 
excludes the features of how to detect fake news 
such as those published by IFLA or some fake news 
detection research conducted on news data other 
than in Indonesian. 

 
2.2. Fake News Detection 

 
In contrast to research on fake news detection in 

Indonesian language news, research on fake news 
detection with data in English or international 
languages is more varied by paying attention to 

important features in news published online, such as 
in research [35] which conducted fake news 
detection research based on several factors, namely: 
text characteristics of articles, response 
characteristics of published news, characteristics of 
news sources where the analysis includes the 
structure of the URL, the credibility of the published 
news sources, and the profile of the journalists who 
write the news so it is proposed. a model called CSI 
(Capture, Score, Integrate) which also uses the 
LSTM algorithm. Using the model on 2 real-world 
datasets shows the high accuracy of CSI in 
classifying fake news articles. Apart from accurate 
predictions, the CSI model also produces a latent 
representation of users and articles that can be used 
for separate analyzes. 

Next, in the research conducted by [36] regarding 
rumor detection carried out by dividing which 
rumors are included in true and false rumors, the 
results of the separation will be re-analyzed by 3 
MIT and Wellesley College undergraduate students 
so as to produce accurate validation and detection of 
fake news containing BOT. The results of his 
research concluded that the spread of fake news was 
still faster, deeper, and wider due to human 
intervention to spread the fake news. 

Furthermore, in research [37] raises the problem 
of the spread of fake news that occurred during the 
US Presidential election in 2016 where Donald 
Trump spread fake news attacking his competitor, 
Hillary Clinton, through the social media Twitter. 
Based on these problems, a model that detects fake 
news on social media is proposed by classifying the 
news propagation paths where the model contains 
(1) The modeling of the propagation path of each 
news as a multivariate time series where each tuple 
shows the characteristics of the users involved in 
spreading the news. (2) Time series classification 
with recurring and convolutional networks to predict 
whether the news gave is fake. The results of the 
experiments conducted show that the proposed 
model is more effective and efficient than the 
existing model because the proposed model only 
depends on the characteristics of users in general 
compared to more complex features such as 
linguistic features and language structures that are 
widely used in the model. existed before. 

In research [38] analyzing the detection of fake 
news can be categorized into 3 categories, namely: 

Knowledge-Based or what is commonly called 
Fact-Checking can be further divided into 2 types, 
namely: (i) Information Retrieval which is 
exemplified in research [39] which proposes the 
detection of fake news by identifying inconsistencies 
between extracted claims on news sites and the 
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documents in question, [40] detect fake news by 
calculating the frequency of news that supports a 
claim, and [41] who questioned the two previous 
approaches regarding the level of credibility of news 
used as claims about expertise, trustworthiness, 
quality, and reliability. (ii) Semantic Web or it can 
be referred to as Linked Open Data (LOD) is 
exemplified by research from [42] which "disturbs" 
the questionable claim to inquire about the 
knowledge base, using variations in results as an 
indicator of the support offered by the knowledge 
base. for these claims, [43] use the shortest path 
distance between concepts in the knowledge graph, 
[44] using predictive algorithms on URLs, and all 
three approaches are not suitable for new claims 
without an appropriate entry in knowledge-based, 
while the knowledge base can be manipulated [45]. 

Context-Based Fake News Detection is a 
category of fake news detection that analyzes 
information data and patterns of fake news spread. 
Several studies that fall into this category are [46] 
which state that the author's information from the 
news is an important factor in detecting fake news, 
[47] trying to determine the truth of claims based on 
conversations that are appearing on Twitter as one of 
RumourEval's tasks, [48] stated that social media 
Facebook has a lot of news that has no basis to 
spread widely and is supported by people who side 
with conspiracy theories who will be the first to 
spread the news, whereas in research [49]–[52] have 
similarities in the proposed model, namely detecting 
fake news by analyzing the dissemination of false 
information on social media. 

Style-Based Fake News Detection is the 
detection of fake news based on linguistic forensics 
and combined with the Undeutsch hypothesis which 
is one of the forensic psychology states about real 
life, events that are experienced themselves differ in 
content and quality of the events imagined. This 
basis is used as a fraud detector on a large scale to 
detect uncertainty in social media posts as 
exemplified in the study [53] and [54]. 

In research [55] conducted a survey of strategies 
for detecting fake news. In his research, the detection 
of false news divided into four categories, namely: 
Knowledge-Based, Style-Based, Propagation-
Based, and Source-Based wherein each of these 
categories has a connectedness that incorporation of 
each category in the detection of false news very 
recommended. 

Next in research [56] with the problem of 
spreading fake news carried out by most people 
without checking the facts of the news on social 
media, a solution is proposed by utilizing news 
dissemination on social media to get an efficient and 

informative latent representation. from news articles. 
By modeling the echo chamber as a closely 
connected community in a social network, we 
present news articles as a 3-mode structure tensor - 
<News, Users, Communities> and propose a tensor 
factorization-based method to encode news articles 
in a latent embedding space that preserves the 
community structure as well as modeling 
community and news article content information 
through the combined tensor-matrix factorization 
framework. The results of his research found that 
content modeling information and echo space 
information (community) together help improve 
detection performance. Further two additional tasks 
are proposed to verify the generalizability of the 
proposed method and then demonstrate its 
effectiveness over the basic method for the same. 

In research [57] proposes a model that contains 
several indicators to detect credibility-based fake 
news which is a combination of several research 
indicators that have been carried out such as the 
Reputation System, Fact-Checking, Media Literacy 
Campaigns, Revenue Model, and Public Feedback. 
This research presents a set of 16 indicators of article 
credibility, focusing on article content as well as 
external sources and article metadata, refined over 
several months by a diverse coalition of media 
experts. In addition, it presents the process of 
collecting these credibility indicator annotations, 
including platform design and annotator recruitment, 
as well as a preliminary data set of 40 articles 
annotated by 6 trained annotators and rated by 
domain experts. 

Furthermore, in research [58] proposed a fake 
news detection model based on the effect of the 
spread of news or information published on online 
news or social media by assessing the effects of the 
news spread. In the proposed model, there are 3 
factors in calculating the effect of news 
dissemination, namely: (1) Scope: using the help of 
the Text Razer application to find out the coverage 
of news or new information is given. (2) Publishing 
Site's Reputation: Used Google Search API to search 
several websites that publish the same news as the 
news entered and then compared with the 100 most 
popular news sites in the US. If you have one of the 
sites that have been registered, you will get a high 
score. (3) Proliferator's Popularity: The spread of 
posts is a crucial characteristic that can influence the 
impact of fake news. Popular and trusted social 
media users not only have huge followers, but their 
posts also receive tons of likes and shares.  

The study [59] raised the problem of several 
shortcomings of the detection of fake news that had 
been published, including the weakness in the 
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detection of fake news with a content-based 
approach as exemplified in the study [60] is that this 
approach can is debunked by fairly sophisticated 
fake news that doesn't immediately come off as fake. 
Furthermore, most linguistic features are language-
dependent, limiting the generality of this approach. 
Whereas in a demographic-based approach, users are 
very dependent on the availability of data on age, 
gender, education, and political affiliation [61], then 
the social network structure requires the availability 
of data connections between users on social media 
[62] and [63], as well as on user reactions which may 
contain items from news or “Likes” from other users 
that are very easy to manipulate [64] 

Next in the research [65] tries to offer solutions to 
several problems, namely (1) What features can 
detect fake news with high accuracy, (2) Will the 
combination of word embeddings and linguistic 
features improve performance in fake news 
detection tasks? and (3) Which ML algorithm is the 
most accurate in detecting fake news in several data 
sets. Based on these questions, research was carried 
out by (1) Perform an extensive feature set 
evaluation study, which is to conduct an extensive 
feature set evaluation study with the aim of selecting 
an effective feature set to detect fake news articles. 
(2) Perform an extensive Machine Learning (ML) 
classification algorithm benchmarking study, which 
is testing several algorithms included in Machine 
Learning including Support Vector Machine (SVM), 
K-Nearest Neighbor (KNN), Decision Tree (DT), 
Ensemble Algorithm between AdaBoost and 
Bagging. (3) Set certain rules and a solid 
methodology for creating an unbiased dataset for 
Fake News Detection, namely compiling a dataset 
consisting of a collection of fake news that has been 
proven to be fake news from trusted sources and 
factual news taken from trusted news sources or no 
fake news detected by the sources used. (4) Quality 
results in fake news detection, namely calculating 
the accuracy of all algorithms used to determine fake 
news from the dataset used. 

Next, the research [66] raises the problem of fake 
news that was rampant in the US Presidential 
election in 2016 where according to cybersecurity 
firm Trend Micro, the use of propaganda in elections 
through social media is the cheapest solution for 
politicians to manipulate. voting results and distort 
public opinion. More broadly, the negative effect of 
fake news is also felt by product owners, customers, 
and online shops due to opinions containing fake 
news given to reviews about the products they sell 
on social media or official selling platforms. So that 
a fake news detection model is proposed by utilizing 
the N-Gram algorithm and testing several Machine 

Learning classification algorithms to determine 
which algorithm is the most optimal in detecting 
fake news based on the level of accuracy of each of 
the machine learning classification algorithms 
tested, namely: K-Nearest Neighbor (KNN), Support 
Vector Machine (SVM), Logistic Regression (LR), 
Linear Support Vector Machine (LSVM), Decision 
tree (DT), and Stochastic Gradient Descent (SGD). 

The next study, namely research [67] raised the 
problem of the spread of fake news specifically 
published through a web page. Pages published by 
suspicious sites are considered unreliable, and pages 
published by legitimate media outlets as reliable. It 
uses all kinds of active political misinformation that 
go beyond ancient partisan biases, and take into 
account not only unreliable sites that publish fake 
stories, but also sites that have misleading headline 
patterns, thinly sourced claims, and which promote 
conspiracy theories. Based on these problems, a 
feature called Topic-Agnostic Features is proposed 
which contains: (1) Morphological Features, this 
feature is arranged according to the frequency 
(number of words) of the morphological pattern in 
the text. This pattern is obtained by tagging a portion 
of the speech, which assigns each word in the 
document to a category based on its definition and 
context. (2) Psychological Features, a psychological 
feature that captures the total percentage of semantic 
words in the text. Obtained semantics of words using 
a dictionary that has a list of words that express 
psychological processes (personal attention, 
affection, perception). (3) Readability Features, this 
feature captures the ease or difficulty of 
understanding the text. This feature is obtained 
through the readability score and the calculation of 
the use of characters, words, and sentences. (4) Web-
Markup Features, This feature captures web page 
layout patterns. The web-markup features include 
the frequency (number of appearances) of the ad, the 
presence of the author's name (binary value), and the 
number of times different categories of the tag 
group. (5) Feature Selection, this feature uses a 
combination of four different methods, namely 
Shannon Entropy, Tree-Based Rule, L1 
Regularization, and Mutual Information. The output 
of this feature will be normalized and the geometric 
mean to get the value, and (6) Classification, this 
feature will compare three Machine Learning 
classification methods, namely K-Nearest Neighbor, 
Support Vector Machine, and Random Forest. With 
the SVM settings used Linear Kernel and Cost 0.1. 
The results of this study when compared with 
FNDetector [68] get better accuracy. 

The research [69], explains the user's perception 
of false information, the dynamics of the 
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propagation of false information on the online social 
network, detection, and handling of false 
information, and false information in the political 
field. False information can be divided into several 
types, including (1) Fabricated, information that is 
completely fictional and has no relationship with 
existing factual information. (2) Propaganda, false 
information that aims to harm the interests of certain 
parties and usually has a political context. (3) 
Conspiracy Theory, Refers to information that tries 
to explain a situation or event using a conspiracy 
without evidence. (4) Hoaxes, news that contains 
false or inaccurate facts and is presented as valid 
facts. (5) Biased or One-sided, Refers to information 
that is very one-sided or biased. In a political 
context, this type is known as Hyperpartisan news 
[38] and is news that is very biased towards a 
person/party/situation/event. (6) Rumors, Refers to 
information whose truth is ambiguous or has never 
been confirmed. (7) Clickbait, Refers to the 
deliberate use of misleading headlines and 
thumbnails of content on the Web. (8) Satire News, 
information that contains a lot of irony and humor. 
Meanwhile, the types of perpetrators from spreading 
false information consisted of several types, namely; 
(1) Bots, in the context of false information, bots are 
programs that are part of a bot network (Botnet) and 
are responsible for controlling the online activities of 
several fake accounts with the aim of spreading false 
information, (2) Criminal / Terrorist Organizations, 
criminal gangs and organizations terrorists use OSN 
as a means to spread false information to achieve 
their goals (3) Activist / Political Organization, 
Various organizations share false information to 
promote their organization, bring down other rival 
organizations, or push certain narratives to the public 
(4) Governments, Historically, government 
engaging in the spread of false information for a 
variety of reasons. Recently, with the rise of the 
Internet, governments have made use of social media 
to manipulate public opinion on certain topics. In 
addition, there are reports that foreign governments 
share false information about other countries in order 
to manipulate public opinion on certain topics 
concerning that particular country. (5) Hidden Paid 
Posters, they are a special group of users who are 
paid to spread false information about certain 
content or target certain demographics, (6) 
Journalists, individuals who are the main entities 
responsible for spreading information both to the 
online world and to the offline world. However, in 
many cases, journalists are met in the midst of 
controversy for posting false information for various 
reasons (7) Useful Idiots, users who share false 
information mainly because they are manipulated by 

the leader of an organization or because they are 
naive. Usually, useful idiots are normal users who 
are not fully aware of the goals of the organization, 
therefore it is very difficult to identify them (8) 
“True Believers” and Conspiracy Theorists, Refers 
to individuals who share false information because 
they truly believe they are sharing truth and that 
others need to know (9) Individuals who have the 
advantage of False Information, Referring to various 
individuals who would benefit personally by 
spreading false information (10) Trolls, The term 
troll is used mostly by the Web community and 
refers to users who aim to do things that annoy or 
annoy other users, usually for their personal 
entertainment. 

This research [70] raises the problem of choosing 
the most optimal prediction algorithm used in 
detecting fake news with various features, namely: 
Features extracted from news content, features 
extracted from news sources, and features extracted 
from social network structures. While the algorithms 
tested are K-Nearest Neighbor (KNN), Naïve Bayes 
(NB), Random Forest (RF), Support Vector Machine 
using the RBF kernel, and XGBoost (XGB), each of 
which has a calculated level of effectiveness using 
ROC Curve and Macro F1 Score. Classifications that 
get the best performance value are Random Forest 
with AUC values 0.85 ± 0.007 and F1 0.81 ± 0.008 
and XGB with AUC values 0.86 ± 0.006 and F1 0.81 
± 0.011 while the error rate obtained from this study 
is 40%. 

Next, in the research [24] the detection of fake 
news on social media was carried out using the Text 
Mining algorithm and the classification of text 
mining results by comparing 23 Supervised 
Artificial Intelligence algorithms, namely: 
BayesNet, JRip, OneR, Decision Stump, ZeroR, 
Stochastic Gradient Descent (SGD), CV Parameter 
Selection (CVPS), Randomizable Filtered Classifier 
(RFC), Logistic Model Tree (LMT), Locally 
Weighted Learning (LWL), Classification Via 
Clustering (CvC), Weighted Instances Handler 
Wrapper (WIHW), Ridor , Multi-Layer Perceptron 
(MLP), Ordinal Learning Model (OLM), Simple 
Cart, Attribute Selected Classifier (ASC), J48, 
Sequential Minimal Optimization (SMO), Bagging, 
Decision Tree, IBk, and Kernel Logistic Regression 
(KLR) with using Dataset from BuzzFeed Political 
News, Random Political News, and ISOT Fake 
News. The results of this study indicate that the 
Decision Tree gets the Mean Accuracy, Mean 
Precision, and Mean F-measure values with 0.745, 
0.741, and 0.759 while the ZeroR, CVPS, and 
WIHW algorithms get the highest value on Mean 
Recall with a value of 1. 
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Furthermore, research [71] reveals that the main 
problem of detecting fake news can be divided into 
2 aspects, namely: First, news falsehood can come 
from various perspectives, which are outside the 
boundaries of traditional textual analysis. Second, 
the fakeness detection results require further 
explanation, which is important and necessary for 
the end user's decision. Based on these problems, a 
model called XFake is proposed which contains 3 
different frameworks, namely MIMIC, ATTN, and 
PERT. 

The next research is research conducted by [72] 
where research was carried out to answer the 
problem of how to detect fake news by using Multi-
Criteria Decision Making (MCDM) to analyze the 
credibility of news. This research is inspired by 
research [73] which uses the factors of the number 
of user friendships in one application, the number of 
reviews or comments written by users, the length of 
reviews written by users, the users' ratings of 
restaurants, the distance between the results. 
evaluations from users with global assessments, and 
standard images, as well as research from [74] which 
measures the credibility of User-Generated Content 
on social media using the MCDM paradigm 
containing Ordered Weighted Averaging (OWA) 
Operators and Fuzzy Integrals. The features used in 
his research are Structure Feature, User Related 
Feature, Content Related Feature, and Temporal 
Feature. Where all features are used and classified 
using OWA, Support Vector Machine, Decision 
Tree, KNN, Naïve Bayes, and Random Forest then 
evaluated using accuracy, Precision, Recall, F1-
Score, and Area Under the ROC Curve. The best 
results are obtained in the OWA algorithm with the 
use of 50% and 75% features based on the Accuracy, 
Precision, and F1-Score values. 

Next, in research [75] conducted research on 
measuring the credibility of news by using emotional 
signals on social media. This is based on research 
[36] investigating true and false rumors on Twitter. 
However, they do not explore the effectiveness of 
emotions in automatic false information detection, 
[60] use linguistic information from claims to 
address the problem of credibility detection, and [76] 
suggest that a claim can be strengthened by taking 
supporting evidence taken from the Web. So a 
system called EmoCred was proposed which 
incorporated emotional signals into the LSTM to 
distinguish between credible claims or not. The 
research explores three different approaches to 
generating emotional signals from claims: (i) a 
lexicon-based approach based on the number of 
emotional words that appear in the claim. (ii) an 
approach that calculates the emotional intensity 

expressed in claims using a lexicon of emotional 
intensity. (iii) neural networks that predict the level 
of emotional intensity that can be triggered to the 
user. 

In the study [77], this study seeks to understand 
how individuals process new information and further 
explore the user's decision-making process behind 
why and with whom users choose to share this 
content. The study was conducted by involving 209 
participants with measurements made including 
News Articles, Sharing Knowledge, Credibility, 
Political Interest, Religiosity, Distraction, and 
Devices used. 

The next research is [78] which proposes a new 
model for detecting fake news on the social media 
Facebook. The features used in detecting fake news 
are Facebook Reaction and the polarity, Vector 
Space Model, Sentiment analysis, Correlation 
Coefficient. The results show the success of the 
proposed model, but include only text comments, 
and need to include other types of comments 
including images. In addition, this paper only 
includes English, therefore, incorporating a 
multilingual component to the proposed approach is 
one of the key factors in the future. 

The next research is research [79] which proposes 
a fake news detection model using a rule-based 
concept where the research is based on previous 
research [80] which detects fake news using a 
combination of the Convolutional Neural algorithm. 
Network (CNN), Bi-directional Long Short Term 
Memory (Bi-LSTM), and Multilayer Perceptron 
(MLP) with an accuracy of 44.87% and research [64] 
that classifies fake news using Logistic Regression 
and Boolean Crowdsourcing using a dataset of 
15,500 Facebook Post and 909,236 users get 99% 
accuracy. The research conducted was divided into 
3 stages, namely (1) Data Gathering, Hoax Detection 
Generator Data Process, which contained 3 
processes, namely Preprocessing, Labeling, and 
Categorization which resulted in 4 categories of fake 
news, namely: Hoax, Fact, Information, and 
Unknown. The next stage is Analysis and Detection 
Process which contains 2 processes, namely Multi-
Detection Language which will contain pattern 
selection, pattern retrieval, and score assignment and 
Validity Result which contains Similarity Text to 
produce fake news word data in percentage form. 
The results of this study resulted in 12000 reliable 
datasets. 

Furthermore, in research [81], improving the 
performance of the detection of fake news by adding 
a synonym count feature as a novelty in their 
research using the basic model of the research [82]–
[84] based on Stance Distance (SD) and Deep 
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Learning. The steps taken in completing the research 
are (1) Train Data, which uses 49,972 news with 
30% used as validation data, 25,413 data is used as 
test data. (2) Augmentation, which aims to increase 
the amount of relevant data based on the desired 
data. From this process, the resulting amount of data 
becomes 68,472 news. (3) Preprocessing, which 
consists of lower-case processes, removing symbols, 
stopword removal, and tokenizing. (4) 
Vectorization, which breaks the word into several 
letter combinations (sub-words) using n-gram with 
the rule of n = 3 based on research [85]. (5) 
Modeling, the model used is a two-way LSTM that 
can go forward and backward, which makes this 
method better able to read and remember the 
memory of the previous Bi-LSTM unit. The results 
of this study obtained F1 0.24 with the detectable 
classes being Agree, Disagree, and Discuss. 

 
2.3. News Recommendation System 

In this study, several studies on the News 
Recommendation System were also studied as the 
basis for the formation of the proposed model, 
especially in the Online News Scoring section of the 
calculation of Time Credibility. Some of these 
studies include: 

A study [86] conducted a research survey on 
online news recommendations that focused on the 
sensitivity of a news session which could be 
determined by the user himself. This problem is 
supported by previous research, namely research 
from [87] which states that online news considers 
factors such as very short news duration, novelty, 
popularity, trends, and high magnitude of news that 
comes every second and [88] who make online news 
recommendations based on the recommendation 
paradigm, user modeling, data dissemination, 
recency, measurement beyond accuracy, and 
scalability. The conclusion drawn from the survey 
conducted was that there were many unique 
challenges associated with the News 
Recommendation Systems, most of which were 
inherited from the news domain. Of these 
challenges, issues related to timeliness, readers' 
evolving preferences for dynamically generated 
news content, the quality of news content, and the 
effect of news recommendations on user behavior 
are most prominent. A general recommendation 
algorithm is not sufficient in the News 
Recommendation System as it needs to be modified, 
varied, or expanded to a large extent. Recently, Deep 
Learning based solutions have overcome many of 
the limitations of conventional recommenders. 

Next in the research [89] which conducted 
research with the problems of the News 

Recommender System at that time still experiencing 
problems in the section on the use of news filtering, 
lack of transparency, diversity, and user control. So 
that qualitative research is carried out which will 
answer several problems at once, namely outlining 
the concept of user control because it reduces all 
those worries at once: empowering users to apply the 
News Recommender System more to the needs and 
interests of users, increasing trust and satisfaction, 
requiring the News Recommender System to be 
more transparent and explainable, and reduces the 
influence of blind spot algorithms. The study was 
conducted by creating four focus groups, or 
moderated think-aloud sessions, with newsreaders to 
systematically study how people evaluate different 
control mechanisms (in the input, algorithm, and 
output phases) in a News Recommender Prototype. 

Furthermore, in research [90] which investigates, 
designs, implements, and evaluates a deep learning 
meta-architecture for news recommendations, in 
order to improve the accuracy of recommendations 
provided by news portals, meeting the dynamic 
information needs of readers in challenging 
recommendation scenarios. In his research, he 
focuses on several factors, namely: title, text, topic, 
and the entity mentioned (for example, people, 
places). A publisher's reputation can also add 
credence or discredit an article. News articles also 
have a dynamic nature, which changes over time, 
such as popularity and novelty. Global factors that 
may influence article popularity are usually related 
to breaking events (for example, natural disasters, or 
the birth of an actual family member). There are also 
popular topics, which may continue to be of interest 
to users (for example, sports) or may follow several 
seasons (for example, football during the World 
Cup, politics during presidential elections, and so 
on). The user's current context, such as location, 
device, and time of day is also important for 
determining his short-term interests, as users may 
vary during and outside of business hours. The 
proposed solution is to create a framework that 
includes: (i) A new clustering algorithm called 
Ordered Clustering (OC) which is able to group 
news items and users based on the nature of the news 
and the user's reading behavior. (ii) User profile 
model created from user explicit profiles, long-term 
profiles, and short-term profiles. Short-term and 
long-term profiles were collected from users' reading 
behavior. (iii) News metadata model which 
combines two new properties in user modeling, 
namely: ReadingRate and HotnessRate. Meanwhile, 
to enrich the news metadata, a new property is 
defined called Hotness. (iv) News selection model 
based on submodularity model to achieve diversity 
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in news recommendations. The results show that 
HYPNER achieved an 81.56% increase in F1 scores 
and 5.33% in terms of diversity compared to an 
existing recommendation system called SCENE. 

Next is a study [91] that focuses on automatically 
developing News Recommender Systems whose 
selection is not influenced by the habit of reading 
news from certain users. When recommending news 
in a non-personalized way, there are three basic 
metrics of interest: recency, importance (analogous 
to relevance in personalized recommendations), and 
diversity of recommended news. In resolving these 
problems, a reciprocal analysis of the current 
importance achieved by the current news 
recommendation strategy is carried out and shows 
them as sub-optimal, proposes a simple but 
overlooked strategy that selects stories based on their 
future impact, and demonstrates that it has the 
potential to achieve novelty importance. Better than 
the current strategy, proposed practical 
implementation of future impact-based 
recommendation strategies, leveraging popularity 
signals and editorial judgments in predicting future 
impacts, and developing approaches to eliminate the 
possibility of having a temporal coverage bias in the 
recommended stories. The results showed that the 
Future-impact + diversity + sectional composition 
factor got an accuracy value of 0.841, Precision 
0.627, and Recall 0.742 on The Guardian data and 
an accuracy value of 0.923, Precision 0.847, and 
Recall 0.806 on NYTimes data. 

Furthermore, in research [92] which focuses on 
indicators of online news which include update and 
popularity where the official website of the Chinese 
University is used, which has recorded 39,990,200 
visits to the site between March 1, 2017, to 30. April 
2017 with records including user IP, date of user 
visit, Time of visit, Method (GET), Links visited, 
and HTTP Status. Stored records are erased for 
corrupted data (errors generated when the server logs 
incorrectly and is easily recognizable because they 
do not match normal data patterns in the same field) 
and which experience redundancies resulting from 
including unsuccessful requests, delivery requests 
data, and requests for images, styles, scripts, and 
other resources. The next step is to define a session. 
Each session consists of all records originating from 
a single visit to the site, and a user may have more 
than one session to visit the site multiple times 
during two months. So different users are identified 
by their IP address (User-IP field); for the same user, 
if the time interval between two recordings exceeds 
30 minutes, they will be split into different sessions 
resulting in 839,685 sessions. The Mann-Whitney U 
test was conducted to examine the relationship 

between news recency/popularity and user clicking 
behavior. Significant results were obtained for 
recency (Z = −15,366, p <.05) and popularity (Z = 
−17,889, p <.05).  

Research [93] focuses on the development of a 
time-based approach to news publication that skips 
the session of consideration, which summarizes 
articles that users have interacted with within a short 
period of time. Research is conducted by 
formulating news recommendation problems and 
presenting the main dynamics that govern them, 
such as news updates, the life span of news articles 
or topic categories, and the use of sliding time 
windows to forget old news articles. The proposed 
method builds a Content-Based user profile, by 
identifying the main categories of news articles that 
are of interest to the user (eg, politics, sports, etc.). 
The sliding time window is used to reduce the impact 
of previously clicked news articles. In addition, to 
reveal short-term user profiles, it analyzes the latest 
news articles that users have read (i.e. in their last 
session). 

Next, research [94] focuses on news published 
online which is an important source of information 
that can be used for detection and tracking of events 
and to analyze the relationship between temporal 
publishing between different news streams, where 
this research is a development of previous research. 
[95] and [96]. So that detection, tracking, and 
prediction of events from various news streams are 
carried out and analyzed the temporary publishing 
patterns of news cables on various platforms and 
their timeliness in reporting events. The research 
was conducted with an approach based on discrete 
dynamic topic modeling and the Hidden Markov 
Model for event detection and tracking. Then, 
predict the events that will persist in the next part of 
the time, which can be important for predicting the 
facts that will be popular in the future. The use of 
detected events to group news documents according 
to the events it describes. Two assessment functions 
are proposed to rank news cables based on their 
timeliness by testing methodologies using various 
collections of news articles and tweets. The 
experimental results show that, compared to the 
traditional dynamic topic model, the proposed 
approach can detect emerging topics (events) in a 
timely manner. 

Furthermore, research [97] states that timeliness is 
important for Session-Based Recommendation 
Systems because user preferences, popularity or item 
characteristics, and temporal semantic information 
are always changing, which requires a timely 
recommendation algorithm to capture these changes 
in a timely manner. The research was undertaken 
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with a focus on proposing a new framework for 
session-based recommendations, which uses 
attention mechanisms to capture user behavior and 
item characteristics while applying a cross-time 
mechanism to study temporal information. The 
proposed model derives item dynamic features from 
its historical users and temporal semantic features 
from all interaction data, which are integrated into 
the attention network, resulting in improved 
timekeeping. Experiments were carried out 
extensively on three baseline data sets. Several 
detailed comparative experiments were conducted to 
demonstrate the benefits and advantages of TEAN. 
The results of this study have been compared with 
previous studies (1) POP, Season-Based 
Recommendation System based on news popularity, 
(2) Item-KNN, (3) UNLFA [98], (4) FPMC, (5) 
GRU4Rec, (6) NARM [99], (7) SR-GNN [100], (8) 
ATRank, (9) DCN-SR [101]. The results of the study 
indicate that TEAN achieves the best performance in 
terms of P @ 20 and MRR @ 20 across the three 
datasets. Compared to ATRank, TEAN increased 
1.23%, 1.75%, 1.63% at P @ 20, and 3.41%, 5.21%, 
2.43% at MRR @ 20 respectively across the three 
datasets. 
  
3. MODELLING 

In this study, a model was built to detect fake news 
based on the credibility assessment of online news 
sources as illustrated in Figure 1. The proposed 
model has several stages, namely: (1) Web 
Scrapping, which aims to retrieve a collection of 
fake news that has been detected by a third party, 
namely TurnBackHoax and fake news reporting on 
the website of the Ministry of Communication and 
Information of the Republic of Indonesia 
(Kemkominfo RI). MAFINDO website is used as a 
source of labeled datasets because the website 
initiates the trend of detecting fake news based on 
public reporting. The Ministry of Communication 
and Information also detects fake news on news 
circulating in the community as a form of attention 
from the Government of the Republic of Indonesia 
in reducing the spread of fake news. (2) Document 
Similarity Measurement, which aims to calculate the 
level of similarity between news headlines entered 

by the user and news headlines on the labeled 
dataset. This is done as a first step in detecting news 
headlines so that it can speed up the process of 
detecting fake news and implementing the results of 
previous research. If at this initial stage, news 
headlines that are similar to news titles in the labeled 
dataset can be determined, it can be directly 
determined that the news headlines entered by the 
user are fake news. (3) Online News Search, aims to 
find news that is similar to the news headline entered 
by the user. This process is done as a form of solution 
if in the process Document Similarity does not 
produce a similarity level value above the threshold 
so it is necessary to look for a collection of online 
news headlines that are similar to the headlines 
entered by users. (4) Online News Scoring, this stage 
aims to calculate the credibility level of online news 
sources that have been collected at the Online News 
Search stage where the calculation is based on 3 
determining factors, namely: (a) Time Credibility 
where the credibility of an online news source is 
determined by the time of publication of the news 
with the longer terms the news is published, it will 
get a smaller credibility value and vice versa. (b) 
Message Credibility, which measures the similarity 
of news titles obtained at the Online News Search 
stage because online search results do not always get 
news titles that are exactly similar. The higher the 
similarity value that online news titles have with user 
input, the higher the credibility value will be. (c) 
Website Credibility, where the measurement of the 
level of credibility is based on 3 things, namely: 
global website rankings, website rankings according 
to visitor countries and online news sources, and the 
number of links contained in these online news 
sources. On the ranking of website pages globally 
and by country, it will get a high credibility score if 
it gets a small value, while on the number of links, 
the more links in an online news source, the higher 
the credibility score will be. (5) The results of the 
credibility assessment will be classified to determine 
the news titles entered by the User, including fake 
news or fact where in this research tested using the 
K-Means, Support Vector Machine, and Multilayer 
Perceptron methods to find out which method can 
classify optimally.
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Figure 1. Model of Fake News Credibility Scoring

4. RESULT AND ANALYSIS 

5.1. Scraping Web 

In the web scrapping stage, two main sources of 
labeled datasets were used, namely: sites managed 
by the Ministry of Communication and Information 
of the Republic of Indonesia [8] and sites managed 
by MAFINDO [102]. The site managed by the 
Ministry of Communication and Information only 
has two labels, namely DISINFORMATION and 
HOAKS where the two labels are classified as fake 
news so that 5405 news titles are labeled as fake 
news within the publication period of February 2, 
2018 to June 10, 2020. While on the site MAFINDO, 
there are several labels, among others: to get 3633 
news titles that are included in the fake news 
category and 1069 news titles that are included in the 
fact news category within the publication period of 
31 July 2015 to 11 June 2020. 
 
5.2. Preprocessing Text 

At this stage, a preprocessing of news titles from 
user input is carried out as well as a collection of 
news titles in the dataset of labeled news titles as a 
result of the Web scraping stage. The steps taken are 
(1) Case Folding, which aims to change all letters in 
a sentence to lowercase. (2) Punctuation Removal, 
which aims to remove all punctuation marks in 
sentences (3) Tokenization, which aims to cut each 

sentence into a collection of words in the form of an 
Array. (4) Stopword Removal, which aims to 
remove words that do not have an important 
meaning in sentences or words that appear too often. 
The Stopwordd list used is the Indonesian Language 
Stopword [103] (5) Stemming word list, which aims 
to remove the additions, insertions, and endings of 
each word in a sentence. (6) Lemmatization, which 
aims to return the form of words resulting from the 
Stemming process into standard words in 
accordance with the writing rules of the Big 
Indonesian Dictionary.  

 
5.3. Document Similarity 

Measurement of the level of similarity of news 
titles entered by the user with a collection of news 
headlines from the labeled dataset uses the Vector 
Space Model method where each document will be 
weighted using TF-IDF and the weighting results 
will be calculated for its proximity using Cosine 
Similarity. The weighting of each document is done 
using a formula: 

 
𝑊ೕ

ൌ 𝑡𝑓 𝑥 𝑖𝑑𝑓 (1) 

𝑊 ൌ 𝑡𝑓 𝑥 log ቆ
𝐷

𝑑𝑓
ቇ (2) 
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Where 𝑊 is the weight of the term ൫𝑡൯ to the 

document ሺ𝑑ሻ. Meanwhile 𝑡𝑓 is the number of 

occurrences of the term 𝑡 in the document 𝑑. 𝐷 is 
the number of all documents in the database and 𝑑𝑓 
is the number of documents containing the term ൫𝑡൯ 
(at least one word is a term ൫𝑡൯). Regardless of the 

value of ቀ𝑡𝑓ቁ, if 𝐷 ൌ 𝑑𝑓, then the result will be 0 

(zero), because the result is log 1, for the IDF 
calculation. For this reason, a value of 1 can be added 
on the IDF side, so that the weight calculation is as 
follows: 

 

𝑊 ൌ 𝑡𝑓 𝑥 log ቆ
𝐷

𝑑𝑓
ቇ  1 (3) 

 

Meanwhile, to calculate the closeness of each 
document weight, the Cosine Similarity formula is 
used as follows: 
 

𝑐𝑜𝑠𝜃 ൌ
𝐴. 𝐵

‖𝐴‖‖𝐵‖
ൌ

∑ 𝐴𝐵

ୀଵ

ඥ∑ 𝐴
ଶ

ୀଵ ඥ∑ 𝐵

ୀଵ

 (4) 

 
Where 𝐴 and 𝐵 are components of vector 𝐴 and 

𝐵 respectively. The coming about similitude ranges 
from −1 meaning precisely inverse, to 1 meaning 
precisely the same, with showing orthogonality or 
decorrelation, whereas in-between values show 
middle of the road closeness or divergence. 

If the results of the closeness of each document 
have been obtained, the next step is to determine the 
threshold value of all document similarity values by 
validating each value by using 16-Fold Cross-
Validation to produce the most optimal threshold 
value at 0.6 as in Figure 2. 

 
Figure 2. The Result of Determining the Threshold Value 

5.4. Online News Search 

If the input of news titles from the User is not 
detected at the Document Similarity stage, the news 
titles will be searched online using the Google search 
engine platform so that a collection of news related 
to the news titles entered by the User will be 
obtained. This research setting used the 
Googlesearch-python 2020.0.2 [104] program 
library in the Python programming language. The 
news title entered by the User will be input into the 
search engine without going through the 
Preprocessing Text process by adding the word 
"news" in front of the sentence and "-youtube" to 
eliminate search results from youtube.com so that 
more search results will be on the site page in the 
form of news. 
 

5.5. Online News Scoring 

5.5.1. Time Credibility 

The credibility measurement at this stage uses the 
publication date of the online news sources that have 
been collected. Based on previous research studies 
that have been carried out, online news publications 
carried out by journalists are always published at the 
same time and pay attention to the time of 
occurrence of each news that will be published so it 
is assumed that if the collection of online news 
collected has a high closeness to the publication date 
then will score a high level of credibility. 

This research was carried out in several stages, 
namely: (1) The publication date of each online news 
will be calculated the difference from the date the 
User entered the news title. (2) The results of the 
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difference from that date, data normalization is 
carried out using the Min-Max to get the results in a 
value between 0 to 1. (3) Data Normalization 
Results, the Mean Arithmetic value will be searched 
to represent the value of the set of date differences 
with units day. (4) Tested against news headlines 
labeled as fake news and also on news titles labeled 
as factual news. 

Tests that have been carried out at the Time 
Credibility stage use online news titles labeled fake 
news and online news titles labeled factual news, so 
the mean value of the difference in date from fake 
news titles is 624.95 after data normalization has 
been carried out, has a mean value of 0.3051 while 
the difference is the date using factual reports shows 
the mean value of 24.78 after data normalization is 
carried out, has a mean value of 0.1003. The two 
results show that fake news has a lag or publication 
time that is not close to each other so that it gets a 
higher Mean value compared to using fact news 
because in fact news, the search results for similar 
news headlines using Google, are published nearby. 

5.5.2. Message Credibility 

At this stage, the credibility level of the titles of 
each URL that has been collected is calculated at the 
Online News Search stage with the following steps: 
(1) The title of the news entered by the User will be 
Preprocessing Text. (2) The collection of news 
headlines that have been collected is also carried out 
by Preprocessing Text. (3) User's news headline is 
positioned as a query and the collection result 
collection will be positioned as Document. (4) 
Weighting of each Document is performed on the 
query. (5) Document Similarity method is performed 
to determine the similarity level of the Document to 
the query. (6) Arithmetic mean is performed to 
represent the similarity level result set from the 
Document. 

In testing using fake news, the mean value of the 
similarity level value is 0.04185073935818, while in 
testing using fact news, the mean value of the 
similarity level value is 0.3406004840781. At this 
stage, data normalization is not carried out because 
the results of the level of similarity of online news 
titles are in the range of 0 to 1. The results obtained 
in testing using fake news have a smaller Mean value 
because online news titles are obtained from 
searching online news titles using Google tends to 
have a low degree of similarity. Whereas in the test 
using fact news, it has a higher Mean value due to 
the tendency of various online news sources to 
publish news titles that have a high level of 
similarity. 

 

5.5.3. Website Credibility 

At this stage, URL data will be used from each of 
the news titles that have been obtained in the 
previous stage and information will be taken about 
page rankings in Indonesia, global rankings, and the 
number of links on web pages using the Alexa Rank 
service [105]. 

The value obtained from the Website Credibility 
stage on news headlines labeled as fake news gets a 
mean value of 1848299.6 on the Alexa Traffic Rank, 
502721.05 on the Country Rank, and 5121.55 with 
the results of Data Normalization 0.19, 0.05, and 
0.11. Whereas in the trial using news labeled as 
factual news, the results showed 238257.44 on the 
Alexa Traffic Rank, 5401.44 on the Country Rank, 
and 8810 on Sites Linking In with the results of Data 
Normalization 0.08, 0.07, and 0.19. 

Based on these results, fake news tends to have a 
smaller Alexa Traffic Rank and Country Rank 
compared to the results of using fact news. This is 
influenced by the collection of fake news source 
URLs that have been collected is less popular or do 
not have a good track record of internet users, while 
the Sites Linking In value, fake news has a smaller 
inclination value compared to the results of using 
fact stories. This is influenced by sources that 
publish fake news having the availability of links on 
their web pages are few. 

The problem encountered when carrying out the 
Website Credibility stage is that some URLs from 
sources, both in the use of fake news and factual 
news, are not detected by Alexa Rank so that the 
number 9999999 is used as a consequence value so 
that the data is outside the collection of data that has 
been detected. When the ranking data have a 
difference that is too far between the smallest value 
and the largest value, then the results of data 
normalization only produce numbers 0 and 1 so that 
there is no visible difference between the data. 
 
5.6. Classification 

At this stage, 2000 data were used, consisting of 
1000 data labeled fake news which were taken from 
the turnbackhoax.id site and fake news reports on the 
Ministry of Communication and Information 
website which were not included in the Scraping 
Web stage and the next 1000 data were news titles 
taken from news sources. online which is often used 
by the Indonesian people such as detik.com, 
kompas.com, and tribunnews.com where the 
headline is assumed to be factual news due to its high 
popularity and the provisions of journalists who 
publish news based on applicable laws. All data will 
be tested using three types of methods, namely: K-
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Means Clustering, Support Vector Machine with 
various kinds of kernels used, and Multilayer 
Perceptron with different rules for the number of 
hidden layers. In the SVM and Multilayer 
Perceptron methods, the K-Fold Cross Validation 
method will be used to determine the accuracy, 
precision, and recall values of the tests carried out. 

Testing of test data begins with the K-Means 
method as a representative of the data clustering 
method. The steps taken in this test follow the K-
Means algorithm [106] are: (1) Determine the 
number of clusters, namely 2 clusters because it will 
look for groups of fake news and fact news. (2) 
Determine the centroid point of each random data 
group. (3) Calculate the distance of each data to the 
centroid point that has been determined by the 
formula: 

𝑑൫𝑥, 𝑥൯ ൌ ቀห𝑥ଵ െ 𝑥ଵห


 ⋯  ห𝑥 െ 𝑥ห


ቁ
ଵ
 

 
(5) 

Where: 
 g = 1, to calculate the Manhattan distance 
 g = 2, to calculate the Euclidean distance 
 g = ∞, to calculate the Chebychev distance 
 𝑥, 𝑥 are two pieces of data that will be 

calculated the distance 
 p = dimensions of a data 

 
Based on the test results with the terms of 

searching for 2 clusters and limiting iterations up to 
1000 times, it is found that Cluster 0 can be equated 
with label 0 or fake news has a number of members 
of 786 documents and Cluster 1 which can be 
equated with label 1 or fact news of 1214 documents 
as shown. shown in Figure 3 so that the accuracy 
obtained from testing using the K-Means Clustering 
method is 80.4% and has an error rate of 19.5%.

 
Figure 3. K-Means Test Result 

 
Figure 4. Support Vector Machine with Dot Product Kernel Testing Result 
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The next test is that 2000 test data results from 

Online News Scoring will be classified using the 
Support Vector Machine (SVM) method. In testing 
using SVM, it will be tested with a dot product 
kernel, radial., And polynomial. Each data will be 
calculated using the SVM formula [107], namely: 


1
𝑛

 max൫0,1 െ 𝑦ሺ𝑤்𝑥 െ 𝑏ሻ൯



ୀଵ

൩   𝜆ห|𝑤|ห
ଶ
 (6) 

 
Where, n is the amount of data to be processed, 𝑦 

is the value 1 or -1 which indicates the class of 𝑥, 
𝑤் is the transpose value of the normal vector, 𝑏 is 
the bias value, and λ is the value that determines the 
amount of the margin 

Based on testing the test data using the Support 
Vector Machine method by testing the Dot Product, 
Radial, and Polynomial kernels as shown in Table 1, 
it can be concluded that with the test data used, the 
most optimal kernel is the Radial Basis Function 
(RBF) with a Precision value of 96.87%, Recall 
88.20%, and an Accuracy value of 92.65% so that 
this value will be compared with other test methods. 

Table 1. Comparison of Kernel Usage In SVM 

Kernel Precision Recall Accuracy 
Dot Product 84.29% 73.20% 79.80% 
Radial Basis 
Function 

96.87% 88.20% 92.65% 

Polynomial 77.50% 58.10% 70.50% 
 

The next test is to use the Multilayer Perceptron 
method wherein the testing process changes the 
number of hidden layers where what is being tested 
is a combination of (1) 10,10,10, (2) 10,20,30, (3) 
30,20,10, (4) 20,20,20, and (5) 30,30,30 and each 
test was carried out with an epoch number of 100. 
For each test with a different number of hidden 
layers, the best accuracy value will be determined. 

Based on Table 4:22 shows the results of the 
Multilayer Perceptron test with a different number of 
hidden layers, it can be concluded that the highest 
accuracy value with a value of 87.20%, 90.62% 
precision, and 83.30% recall is the number of hidden 
layers 20,20,20 so that the accuracy value is will be 
compared with accuracy values from other methods.

 
Figure 5. Comparison of Hidden Layer Combinations on The Multilayer Perceptron 

Testing data test consisting of 2000 headlines with 
the number of news labeled fake news as many as 
1000 titles and 1000 headlines labeled fact news by 
using the K-Fold Cross Validation technique in each 
test used K = 10 so that the comparison value of 
Accuracy was obtained. and the error rate as shown 
in Table 2. Based on this comparison, it shows that 
the most optimal method used in determining fake 
news or factual news with the test data used is the 
Support Vector Machine method using the Radial 
Based Function kernel which has an Accuracy value 
of 92.65% and a Classification Error of 7.35%. 

Table 2. The Results of The Accuracy and Error Rate of 
Each Method 

Method Accuracy Error 
K-Means 80.41% 19.59% 
SVM (RBF Kernel) 92.65% 7.35% 
MLP (20,20,20) 90.62% 9.38% 

 
At the time of testing, there were several detection 

errors that were influenced by several things, such 
as: (1) In the data normalization process using the 
Min Max method, if the data has a small or large 
difference it will still be converted to 0 and 1. For 
example, when the data is [5,6], the results of 
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normalization are [0,1] as well as data [ 10, 100] will 
result in normalization [0,1] so that it will affect the 
mean value and the classification results. (2) At the 
Time Credibility stage, the detection of the 
publication date of online news, not all places for 
online news publication can be detected by using 
libraries that are owned by the Python Programming 
Language so that in this study, it will be replaced 
with the largest value in the Mean value of the 
difference in publication dates, namely 1. This This 
happens because the templates used by each online 
news source are different, so even though the news 
is included in factual news, which should have a 
small value, it will be replaced with the largest value. 
(3) At the Message Credibility stage, the process of 
assessing the level of similarity of online news titles 
always gets the best value if the sentence title 
contains the same sentence with the actual meaning 
being the opposite as in the online news title 
containing the word "Fact:". "Check the Facts", and 
so on. So that in the Message Credibility stage you 
will get the best score even though you should get a 
bad score. (4) At the Website Credibility stage, the 
online news source ranking measurement based on 
Alexa Rank will get a good ranking because the 
news source includes fake news headlines but the 
news source is a well-known online news source, for 
example, online news sources include the title "foto 
satelit pangkalan militer china di natuna, cek 
faktanya" where the title is an online news title that 
was detected on Turnbackhoax as fake news but the 
title is used by online news sources detikcom so that 
the Alexa Rank ranking will get a good ranking. 

  
5. CONCLUSION 

Features used in detecting fake news are the 
online news publication date from the source 
obtained as a solution to find out that news is not past 
news, online news headlines that describe the 
content of the news well, and online news sources 
are news sources that are trustworthy is not a news 
source specifically designed to spread fake news. 

The model proposed for detecting fake news 
based on the level of credibility consists of: Scraping 
Web to get a collection of online news that has been 
determined to be fake news, Document Similiarity 
which functions to measure the level of similarity of 
news titles with news titles labeled as fake news by 
the Ministry of Communication and Information and 
Turnbackhoax, Time Credibility which functions as 
a measure of credibility level based on the time of 
publication of news, Message Credibility which 
functions as a measure of the credibility level of 
news headlines obtained from online news searches, 
Website Credibility which functions to calculate the 

level of credibility of online news sources, and 
Classification using the Support Vector Method 
Machine with Radial Based Function kernel. 

In the data normalization process using the Min 
Max method, if the data has a small or large 
difference it will still be changed to 0 and 1. This is 
because the pattern of the Min Max method is 
looking for the smallest and greatest values without 
paying attention to the Standard Deviation of the 
normalized data set. 

In the Time Credibility stage, it shows that online 
news detected as factual news will get a smaller 
Mean value when compared to online news detected 
as fake news. This is influenced by the fact that 
several online news sources will publish online news 
simultaneously or in a small time difference. 

Errors that occur at the Time Credibility stage are 
influenced by the ability of the libraries used in the 
Python Programming Language to detect the date of 
news publication against each of the templates used 
by online news sources. 

In the Message Credibility stage, it shows that 
online news that is detected as factual news will get 
a greater value than online news that is detected as 
fake news because some online news sources publish 
news headlines that have a high degree of similarity. 

Errors that occur at the Message Credibility stage 
are influenced by the process of assessing the level 
of similarity of online news headlines always getting 
the best value if the sentence title contains the same 
sentence with the actual meaning is the opposite as 
in online news headlines containing the word 
"Fact:". "Check the Facts", and so on. 

In the Website Credibility process, online news 
detected as factual news will get a smaller Alexa 
Traffic Rank, a smaller Country Rank, and a larger 
Site Linking In when compared to news headlines 
that are detected as fake news due to factual news. 
will be published more by reputable news sources 
than fake news. 

Errors in the Website Credibility process affected 
by the ranking of online news sources based on 
Alexa Rank will get a good ranking because the 
news source includes fake news headlines but the 
news source is a well-known online news source. 

Testing methods carried out at the Classification 
stage using 1000 news headline test data detected as 
fake news and 1000 news headlines that are assumed 
to be factual news and the method used is K-Means 
with an accuracy value of 80.41%, SVM with the 
RBF kernel get an accuracy value of 92.65%, and 
Multilayer Perceptron with an accuracy value of 
90.62% so that the most optimal method for the test 
data used is the Support Vector Machine method 
with the Radial Based Function kernel. 
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For further research, in the data normalization 
process, it is necessary to use a method other than 
Min Max or to be replaced with Standardized Data 
which has a Standard Deviation factor in 
transforming data so that the range between data can 
be detected properly. 

At the Time Credibility stage, it is necessary to 
provide a solution to determine the value obtained if 
the publication date of online news sources is not 
detected by the librarian used in the Python 
programming language so that online news titles 
labeled factual news will not have an identical value 
with the value of online news that is labeled. fake 
news. 

At the Message Credibility stage, it is necessary 
to detect types of sentences that have opposite 
meanings, detect types of interrogative sentences, 
and types of sentences that contain the word 
negation because some online news sources use 
sentence patterns with sentences meaning the 
opposite, interrogative sentences and contain the 
word negation as news headlines. 

At the Website Credibility stage, it is necessary to 
filter the news headlines obtained from fake news 
detection news sources such as Turnbackhoax or the 

Ministry of Communication and Information 
because the results of the ranking by Alexa Traffic 
both sites have good ratings and improvements at the 
Message Credibility stage will also affect the site 
address that is processed in the Website Credibility 
stage. 

The use of the structure analysis feature of online 
news site pages that pays attention to the number of 
advertisements on the page because in previous 
studies it has been revealed that every advertisement 
included in a web page has paid attention to the 
number of visitors from the site page so that it can 
increase the credibility of the news page. 

News writers on online news are one of the 
important factors in measuring the level of 
credibility of the online news so that a list of 
journalists who have high credibility is needed or 
can be measured from the published history of the 
news and need to measure the sentiment analysis of 
each news published by each -Each journalist. 

The use of entities in previous studies can be used 
as a measure of the credibility of published news 
because according to journalism research, figures in 
published news will increase the level of readership 
of the news. 
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