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ABSTRACT 
 

Selecting optimal features for classification task is one of the essential problems in machine learning field. 
Feature Selection is one of the most extensively studied methods for dimensionality reduction. The feature 
selection method preserves a subset of the existing features and discards the rest during the (supervised or 
unsupervised) learning process. However, representing features plays important role in obtaining the highly 
discriminant features that contribute in enhancing the classifier performance. Therefore, the aim of this 
paper is to propose a framework based on ensemble extra tree algorithm to assign weight to features that 
have high influence in classifying android apps to malware or non-malware with lower computational cost 
overhead. The presented framework is evaluated by using different machine learning classifiers to examine 
the permissions features of two datasets in terms of their representation as binary vector or weight vector in 
enhancing the classification performance. The experimental results show that the presented model based on 
features weighting approach improved the classification performance. 

Keywords: Weighting Permission-based Analysis, Ensemble Extra Tree, Machine Learning, Malware 
Android Classification 

 
1. INTRODUCTION  
 

  The increasing usage of Android devices 
and their applications has led to increase spread of 
malicious applications that steal sensitive private 
information such as contact lists, text messages, 
photos, geolocations, and users’ accounts through 
various means, including accessing information 
without user consent through networks. Therefore, 
improving the ability to detect malware on mobile 
devices is of paramount importance. In many 
applications of using machine learning, the size of a 
dataset is important. For example, the dataset with 
big size and many features will not perform well 
without eliminating redundant and irrelevant 
attributes. There are many permissions requested by 
applications during installation and run time; and 
some could be invoked by malware and non-
malware applications [1]. When the number of 
permissions features is large, feature selection 
methods are used to reduce the quantity of features 
and improve the performance and efficiency of 

learning model. However, representing all features 
with (Boolean values) presume that all features are 
equally important. This is not always the case since 
some permissions have stronger influence in 
malware classification while others have less 
impact [2] [3]. For instance, the SMS permissions 
are often used in malicious applications but are used 
less often in benign ones. Therefore, SMS-related 
information has a strong impact on Android apps 
classification. Here, computing feature weight will 
help in determining the features with high influence 
in distinguishing android apps to malware or 
benign. In this work, we propose a framework of 
ranking features using information gain and weight-
based selected ranked features using ensemble extra 
tree algorithm [4]. 

 The paper is organized as follows: Section II, 
gives some reviews about previous works, Section 
III introduces the proposed research methodology, 
Section IV presents Results and discussions, and 
finally Section V provides the conclusion. 
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2. RELATED WORK 

 Generally, feature selection methods 
assign a binary weight to features (0 and 1) in 
which 1 means the feature is selected and 0 
otherwise. However, feature weighting assigns a 
value, usually in the interval [0, 1] or [-1, 1], to 
each feature [5]. And representation of feature 
vector plays an important role in classifier 
performance [6]. Thus, many studies have been 
conducted in assigning appropriate feature weights 
for android malware classification to get better 
insight about data and obtain better classification 
performance. For example, the study done by [7] 
used Term Frequency-Inverse Document 
Frequency (TF.IDF) weighting method to assign 
weight to permission features. They tested their 
method on dataset of 199 malware and 200 benign 
applications with 330 permissions features, and 
evaluated their approach using K-nearest Neighbor 
(KNN) and Naïve Bayes (NB) algorithms. Using 
weighting method enhanced the performance of 
KNN Algorithm with 2% and 7% improvement in 
the NB algorithm. The authors in [8] proposed 
Permission Grader System (PGS) to rank the 
permissions based on their risk. Then they used 
Term Frequency-Inverse Document Frequency 
(TF-IDF) to score permissions and eliminate the 
features that are less important. Deep Neural 
Networks, SVM and DT were used to evaluate their 
proposed method. The work of [9] used Score-
Based Features Selection based on static 
permissions as a light-weight approach to detect 
malware. They categorized the permissions asked 
by different types of malware. The study done by 
[2] [3] [5] [6] indicated that feature weights 
enhance the performance of Android malware 
detection and achieve better results than the same 
classifiers without weights of features. They used 
static permissions as features for the used dataset. 
Moreover, the study done in [10] used ensemble 
extra tree to assign weight to permissions in 
ordered to classify malware apps to their family 
type while in this study the android apps are 
classified to malware or non-malware based on 
weighting features using ensemble extra tree. They 
found that using weighing approach enhanced the 
classification performance. However, using (TF-
IDF) methods for features weighting is 
computationally expensive because there are many 
features that occur many times. For instance, SMS-
related permissions, may appear several times in 
one application’s source code but may have a low 
frequency overall in the source code file [2]. Most 
of the studies used static permissions, while in this 

study we used static and hybrid permissions (static 
& dynamic) permissions to differentiate between 
malware and non-malware android applications 
based on feature weighting approach with ensemble 
extra tree algorithm. Using hybrid features make 
features more robust and improve the classification 
accuracy [11] [12]. The features are assigned 
weights based on the work of [10] as illustrated in 
the following section. 

3. METHODOLOGY 

In this section, we present the detailed 
methodology and results of the experiment. A 10-
fold cross-validation is applied for the evaluations, 
which means that the classifiers were each executed 
10 times to ensure that every portion of a split 
dataset was used. The average values of the 10-fold 
cross-validation experiments were calculated as the 
final results for the accuracy result. The dataset 
used and the proposed method are explained in 
details in this section. 

3. 1 Dataset 

The new version of dataset used in the 
study of [13] was used in our experiment.  The 
dataset has 25458 samples (8643 malware apps & 
16815 benign apps) with 173 permissions features 
(99 static permissions and 74 dynamic 
permissions), where each feature represents the 
permission. The occurrence of permission is 
represented by one (1) while the absence of 
permission is denoted by zero (0). The static 
permissions collected at installation time are 
denoted by (S) while the dynamic permissions 
collected at runtime are indicated by (D). Those 
permissions were distributed among 30 categories 
of the apps. The dataset is a publicly available from 
the website that is described in their paper [14]. 
From this point onwards, we refer the dataset as 
Hybrid dataset since it includes both static and 
dynamic permissions as hybrid features.  

The second dataset is used in the study of 
[15].This dataset consists of 398 applications (199 
malware and 199 normal apps) with 329 
permissions features. The data set is publicly 
available at Kaggle website [16]. The permissions 
are extracted at installation time which means that 
the features are indicated as static permissions.  The 
dataset will be referred as Kaggle dataset. 
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3.2 The proposed Model 

The structure and process of the proposed 
method with feature weights are depicted in Figure 
1. First, permissions attributes are ranked using 
Information Gain (IG) as a feature selection 
method. Second, the ranked features obtained using 
(IG) are assigned weightage by implementing 
ensemble extra tree on the ranked features as shown 
in Figure 1 to produce feature subsets that best 
represented the attribute properties. The final 
features subsets were used to update the sets of 
observations with 5, 10 and 20 top ranked features 
respectively. Then, weightage on permission 
features was computed using ensemble extra trees 
on the updated datasets to produce a permission 
feature model. Here, the model is constructed by 
weighted representation of permission features with 
three different representation variations which are 
permission features made up from top ranked 5, 10 
and 20 features respectively. The permission 
models were assessed by a number of machine 
learning classifiers to evaluate the model 
performance at permission representation 
classification.   
 
3.2.1 Information gain 

Information gain (IG) is a feature selection 
method that measures the entropy or (IG value) for 
every feature in the dataset. The larger the IG value 
is, the more information the feature contains. In our 
proposed method, the features with a higher 
information gain value are selected, and ranked 
with descending order using Ranker Search Method 
as shown in Figure 1. The top 5, 10 and 20 features 
with the highest information gain value are selected 
whereas the features with a lower score are 
removed. The final features subset is used to update 
datasets of best 5, 10 and 20 ranked features 
respectively for both dataset used (Kaggle and 
Hybrid dataset). Then, ensemble extra tree method 
is applied on those datasets with the best-ranked 
features 5, 10, and 20. 

 
 
3.2.2 Feature importance with ensemble extra 
tree  
 

The feature importance property that 
comes with Tree Based is used to choose the 
features with the higher score as done in the 
previous study [17] and in this work this is carried 
out by using ensemble extra tree to help find the 
intrinsic information of the permission features 
from here, new updated datasets are created from 

the permissions with feature subsets of 5, 10 and 
20; and the features are represented with binary 
value means (1, 0) values as described in Figure 1. 
And the permissions using this approach are called 
binary permissions where permissions are 
represented in binary value representation. 

    
    3.2.3 Feature weighting  
 

In this phase, features are assigned weight 
values instead of binary values as shown in Figure 
1. The permission features obtained after using 
ensemble extra tree are assigned weight using the 
score computed with feature importance class of 
extra tree. Weighted features are computed as in the 
work of [10]. 

Suppose P is the permission value (0 or 1), PI 
(permission’s importance score) that is calculated 
using ensemble extra tree and W is the weight of 
permission. Then the weight is: 

 
        W=P*PI                                                     (1)     
                               

Then, three groups of datasets of 5, 10, and 20 
features are generated with weighed features for the 
both datasets (kaggle and Hybrid) used in this 
study. We used Python; the programming language 
to conduct our experiment by utilizing Scikit- 
Learn. 
The permissions using this approach are called 
weighted permissions in which permissions are 
represented by its weighted value instead of the 
binary value. Figure 1 depicts the process of 
selecting the important features and assigning 
weights using ensemble extra tree. 

 
 

3.2.4   Classifier evaluations 

To evaluate the performance of the 
proposed Model, a 10-fold cross-validation was 
applied for the evaluation, which means that the 
classifiers were each executed 10 times to ensure 
that every portion of a split dataset was seen. The  
machine learning classifiers used are (Support 
Vector Machine (SVM), k- Neighbors Classifier 
(KNN), Decision Tree (DT), Random Forest (RF), 
Extra Tree (EX), Naïve Bayes (NB, Linear 
Discriminant Analysis(LDA), Multilayer 
Perceptron (MLP) and Logistic Regression (LR). 
All the classifiers are applied on the datasets of 
features subsets of 5, 10 and 20 best-ranked 
features permissions where permissions are 
represented (in binary and weighted structure) as 
explained in Figure 1. The accuracy result of the 
two forms of datasets (binary and weighted 
representation of  
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Permissions features) is illustrated in Table 1 & 
Table 2. The results are explained in the following 
section. 
The comparison between two approaches of 
permissions representation (binary permissions and 
weighted permissions) have been done to evaluate 
the weighted approach. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. RESULTS AND DISCUSSION 

 
We conducted two experiments with two 

variance of datasets as mentioned in the previous 
sections. The first experiment computes the 
accuracy of the three groups of the datasets of 5, 10 
and 20 features with binary values of permissions, 
whereas the second experiment calculates the 
accuracy rate with same group of features but with 
weighted representation of permissions instead of 

Figure 1: The proposed Method 
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binary values .The average values of the 10-fold 
cross-validation was used as the final accuracy of 
the used classifiers. 
 
4.1 Features Subsets of kaggle Dataset  
 

The top 5 features with their weight scores 
of this dataset are descried in Figure 2. As observed 
from Figure 2, 
(android.permission.READ_PHONE_STATE) 
permission is the most important feature with score 
of (0.6145), that same permission is also assigned 
the highest risk value in the study of [18] based on 
information gain. The usage of that permission in 
malware apps is 0.931 while the usage in benign 
apps is 0.222 which indicated that permission is 
more critical permission to identify malware apps. 
Meanwhile, all the other permissions in Figure 2 
are categorized as dangerous permissions as 
reported in the work of [13] [19] [20], these 
permissions were requested by most malignant 
apps. The top 10 permissions are shown in Figure 
3. As previously described  from Figure 2 below, 
the top 5 features occur again with slightly different 
order  except for the first two 
permissions(‘android.permission.READ_PHONE_
STATE’ and android.permission.READ_SMS’) in 
which they still dominate the top rank as in top 5 
with weight of (0.4791, 0.1407) respectively. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2:The top 5 Important Features with their 
Weights for Kaggle Dataset 

 
 

 
 

 

 
 

 
 
 

 
 
 
 
 
 
 
 
 

 
 

Figure 3: The top 10 Important Features with their 
Weights for Kaggle Dataset 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 4: The top 20 Important Features with their 
Weights  for Kaggle Datase 

 

 

As observed from Figure 4 above, The result of 
extracting the 20 significant permissions for Kaggle 
Dataset using ensemble extra tree declared that the 
three permissions: 
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(android.permission.READ_PHONE_STATE, 
android.permission.READ_SMS, 
android.permission.ACCESS_WIFI_STATE)  

dominate the top critical features, however, the 
weights of 20 permissions decreased since the 
distribution of data has changed. For instance the 
weight of 
(android.permission.READ_PHONE_STATE) 
permission in the top 5 is (0.6145) while in the top 
20 is (0.2769), however, that permission still ranks 
as the first important feature in the top 20 as shown 
in Figure 4. As indicated from Figures above, 
(READ_PHONE_STATE and READ-SMS) 
permissions ranked in the top of 5, 10 and 20 
permissions features for Kaggle Dataset. That 
permissions features are more critical features in 
classifying malignant samples from benign 
samples. And they occur mostly in malicious 
applications and caused financial cost as reported 
by [19] [21]. 
 
 
4.2 Features Subsets of Hybrid Dataset 

 
The most five important permissions extracted 

using the proposed method for Hybrid dataset is 
described in Figure 5. As noticed from Figure 5, the 
most features present are static permissions. The 
(Default: write contact data (S)) permission ranks 
the first permission with weight of (0.3895). 
(Default: read phone state and identity (S)) 
permission comes in the second rank with (0.3132) 
score. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 5:  The top 5 Important Features with their 
Weights for Hybrid Dataset 

 
The top 10 features are shown in Figure 6 where 

(Default: write contact data (S)) permission again 
dominates the top of permissions features with 

weight of (0.2432). As observed from the Figure 6, 
the most important features are static with average 
of (0.6). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: The highest 10 important features with their 
Weights for Hybrid Dataset 

 
 

While the highest 20 features are depicted 
in Figure 7. It is displayed also that the most 
featured extracted are static permission which also 
were mostly requested by most malware as reported 
by the study in [13]. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 
 

Figure 7: The highest 20 important features with their 
Weights for Hybrid Dataset 
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As noticed from Figures above for Hybrid 
dataset, the permissions (write contact data (S) and 
Default: read phone state and identity (S)) come in 
the first rank of 5, 10 and 20 list permissions. 

 
That permissions are considered as dangerous 

permissions since they are requested by many 
malicious apps [19] [21]. 

 
For example, (write contact data (S)) permission 

under Contact pattern permission group represents 
the most significant feature with a score of (0.3895) 
comes in the first rank of the top 5 ranked features 
for Hybrid dataset. Meanwhile, that permission 
allows an application to write the user's contacts 
data [22]. This permission is dangerous because it 
involves the user's private information, as declared 
in [18]. The static permission (Default: read phone 
state and identity (S)) ranked the second in the top 
of 5 list with a score of (0.3132). That permission 
allows only access to phone state, including the 
phone number of the device, current cellular 
network information, the status of any ongoing 
calls, and a list of any Phone Accounts registered 
on the device. The study done by [18] categorized 
that permission as the top risky permissions with 
the third top risk score that identify malwares. 
 
4.3 Classification Result  

 
The result of the proposed method for 

Kaggle dataset is displayed in Table 1 below. Nine 
machine learning classifiers were used to assess the 
proposed permission models as described in section 
3.2.4. 

 
Based on Table 1 results, the performance of 

classification accuracy of the dataset with 20 subset 
features is enhanced with our proposed weighted 
representation of permission features approach with 
DT, RF, and MLP algorithms classifiers. However, 
the accuracy results of 5 and 10 features are similar 
whether features are represented in binary or 
weighted vector. 

 
The results of the ranked features using 

integrated Information Gain (IG) and the ensemble 
extra tree of Hybrid dataset (static and dynamic) are 
explained in Table 2. As observed from Table 2, the 
accuracy rate increased slightly with 20 features 
represented in weight approach with NB and EX 
while the accuracy results of 5 and 10 features are 
similar in binary and weight representation of 
permissions features. 
 

From our result obtained, we concluded that the 
accuracy rate is improved with weighted 
permissions representation approach compared to 
binary permissions representation approach. The 
highest accuracy rate achieved with DT, RF and 
MLP classifier algorithms for Kaggle dataset with 
92%, 92 % and 93% rates respectively. For Hybrid 
dataset, the highest accuracy attained is with NB 
and EX classifier algorithms with rate of 89.68 % 
and 91.05 % respectively. 
 
As observed from our findings that integrated 
information gain (IG) with extra tree enhanced the 
performance accuracy when the features 
permissions are represented in weightage format. In 
addition, the top 20 features for both datasets used 
(kaggle & Hybrid) achieved better results 
comparing to other features subsets, that results 
indicated that adding features (20 features) in the 
feature space captures the salient information 
variability in the feature vectors of instances 
belonging to the class and thus improving the 
classification performance. Moreover, when we 
comparing the results of kaggle dataset and Hybrid 
dataset, we found out that kaggle dataset achieved 
better result than Hybrid dataset that because 
kaggle dataset has balance class means (199 
malware and 199 non-malware). So we can realized 
that balance dataset affect the classification results 
as well. 

Form overall results, we can conclude that 
assigning weights to features provides insight about 
the influence of important of features in classifying 
apps. Some features has relative influence in 
identifying malware from non-malware apps, for 
example, 
(android.permission.READ_PHONE_STATE) 
permission in Kaggle  dataset has the most 
influence in classifying android apps while 
(android.permission .INTERNET) permission has 
the lowest influence. And representing the features 
with Boolean values will treat all features similarly 
[2] [3]. Therefore, it is important to assign weight 
to features that are more related to class object. 
Moreover, representing features with weight values 
improved the classification performance as proved 
in our results [2] [3] [6]. 
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Classifier 
Algorithm 

Used  

Accuracy for Datasets with binary 
representation of permissions features  

approach

Accuracy for Datasets with  weight 
representation of permissions features  

approach

5 features 10 features 20 features 5 features 10 features 20 features 

Svm 0.92 0.92 0.92 0.92 0.92 0.92 

knn 0.80 0.92 0.92 0.80 0.92 0.91 

NB 0.89 0.84 0.86 0.89 0.84 0.86 

DT 0.93 0.92 0.91 0.93 0.92 0.92 

RF 0.93 0.92 0.91 0.93 0.92 0.92 

EX 0.93 0.92 0.92 0.93 0.92 0.92 

 (LDA) 0.92 0.92 0.92 0.92 0.92 0.92 

 
MLP 

0.93 0.93 0.92 0.92 0.92 0.93 

 (LR) 0.93 0.92 0.92 0.92 0.92 0.92 

Table 1: Classification Accuracies of the Tested 
Machine Learning Algorithms for Different Representation 

of Features (binary & weight) for Kaggle Dataset
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Classifier 
Algorithm Used  

Accuracy for Datasets with binary 
representation of permissions features  

approach 

Accuracy for Datasets with  weight  representation 
of permissions features  approach 

5 features 10 features 20 features 5 features 10 features 20 features 

Svm 0.84 0.88 0.9014 0.84 0.87 0.8721 

knn 0.34 0.34 0.6584 0.34 0.34 0.6571 

NB 0.84 0.88 0.8962 0.84 0.88 0.8968 

DT 0.84 0.90 0.9102 0.84 0.90 0.9101 

RF 0.84 0.90 0.9106 0.84 0.90 0.9107 

EX 0.84 0.90 0.9104 0.84 0.90 0.9105 

LDA 0.83 0.85 0.8723 0.83 0.85 0.8723 

MLP 0.84 0.90 0.9110 0.84 0.88 0.9029 

LR 0.84 0.88 0.9017 0.84 0.85 0.8517 

Table 2: Classification Accuracies of the Tested 
Machine Learning Algorithms for Different 

Representation of Features (binary & weight) for 
Hybrid dataset 
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5. CONCLUSION AND FUTURE WORK  
 

In this paper, we propose a method to 
classify Android samples to malware or non-
malware based on feature weighting approach. The 
proposed model assigns weight of the ranked 
features obtained after using Information Gain (IG) 
selection method with Extra tree algorithm. Extra 
tree is applied on the datasets of top 5, 10 and 20 
ranked features obtained using Information Gain 
(IG). Then that subsets of that features are assigned 
weight based on importance score obtained using 
extra tree classifier algorithm.  
 
Nine machine learning classifiers were used to 
assess the proposed permission models (binary and 
weighted structure). The results show that datasets 
with 20 weighed features subset achieved the 
highest accuracy with DT, RF and EX classifiers 
for kaggle dataset comparing with the results of 
features represented with binary structure and 
achieved good results with EX and NB classifiers 
for Hybrid dataset compared to the results of 
features represented with binary structure . Our 
experiments verify that weight representation of the 
permissions feature approach contributes in 
improving classification result by selecting the 
most important discriminative features that have the 
most impact on classifying android apps to malware 
or non-malware. 
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