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ABSTRACT 

Intrusion Detection System has an important task in detecting threats or attacks in the computer networks. 
Intrusion Detection System (IDS) is a network protection device used to identify and check data packets in 
network traffic. Snort is free software used to detect attacks and protect computer networks. Snort can only 
detect misuse attacks, whereas to detect anomaly attacks using Bayes Network, Naive Bayes, Random Tree, 
LMT and J-48 Classification Method. In this paper, the experimental study uses the KDDCUP 99 dataset and 
the dataset taken from Campus Network. The main objective of this research is to detect deceptive packets 
that pass computer network traffic. The steps taken in this study are data preparation, data cleaning, dataset 
classification, feature extraction, rules snort for detecting, and detecting packet as an attack or normal. The 
result of the proposed system is an accurate detection rate. 
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1. INTRODUCTION 
All types of attacks on a computer network 

must be resisted so that the network looks reliable. 
As we know that computer networks and services 
have become the backbone for activities in industry, 
business, and all aspects of human life. An intruder 
attack in the computer network becomes an enemy 
of security personnel and all those who have the 
responsibility to provide protection for the network 
and its users. Instructive information security with 
information storage capabilities where coordinated 
warehouse information checks are used as a basic 
principle of work [1] 

User accounts, personal files, passwords 
and all network resources must be protected by 
network administrators and security personnel to 
create a comfortable and secure network 
environment. Various methods are used by intruders 
to carry out their attacks on the network. Denial of 
service (DoS) is one of the most commonly used 
ways to attack network resources and make network 
services paralyzed. Different types of DoS attacks 
have their own behavior in attacking network 
resources to achieve goals, but the point is that the 
network is not available to its users [2]. Remote to 
user (R2L) is a type of computer network attack, 
where sets of packets are sent to other computers by 

intruders who actually do not have permission to 
access as users. User to root (U2R) attacks are 
another type of attack where network resources are 
tried with various attempts to be fully accessed by 
intruders like the original user [3]. Probing is the 
next type of attack where network devices are 
scanned by intruders to find weaknesses in topology 
or open ports. This step is used by intruders to make 
illegal access to personal information at the time 
they will specify. Examples of this attack through 
the network, such as ipsweep, nmap, and portsweep. 

Intrusion detection systems (IDS) become 
an important part in capturing attacks like this 
because IDS is able to work against all attacks. 
Classification techniques are used by IDS to detect 
and decide whether each packet that passes through 
the network is a normal packet or attack packet (eg 
DOS, U2R, R2L, PROBE). 

All types of intruder attacks, such as DOS, 
R2L, U2R, and PROBE use the repository dataset 
from Knowledge Discovery in Databases (KDD). 
The KDD dataset is used to evaluate classifiers. The 
methodology used is first, to do the preprocessing 
step in the KDD dataset. The dataset is used in 
predetermined environments. Then the classifier is 
examined and evaluated to determine which is more 
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accurate than the others in detecting all the attacks 
being studied (DOS, R2L, U2R, and PROBE). 

On the other hand, Snort is software that 
can also detect network intrusion. Snort is able to 
analyze, search and match protocol content in the 
network. Snort is capable of detecting various 
attempted attacks such as port scanning, OS 
fingerprint attempts, CGI attacks, buffer overflow 
and Samba probes. ease of configuration and 
flexibility in entering rules into the database are 
examples of the benefits of snort. Multi-variant 
packets are investigated and detected by snort using 
Sniffer_mode, 
Network_Intrusion_Detection_System_mode and 
Packet_Logger_mode. Snort architecture is shown 
in figure 1. 

 

 
Figure 1: Snort Architecture 

 
Many researchers have used data mining to 

improve IDS by offering external detection that 
identifies the presence of boundaries in normal 
network activity. Normal and abnormal activities 
can be distinguished in this way [4]. Data Mining 
can also be applied in identifying the presence of 
attacks in the system and increasing the level of 
detection accuracy. In addition, classification and 
clustering models can be developed to distinguish 
between packets with normal and abnormal 
behavior. Procedures for detecting intrusion of 
complete and accurate network traffic are classified 
as a classification problem. 

The classification model can identify 
dangerous attacks, reduce false alarms and improve 
the accuracy of detection rates. In produce efficient 
IDS, several data mining algorithms have been 
proposed previously such as AdaBoost [5], KNN 
[6], Support Vector Machines [7] etc. All of these 
algorithms are integrated with different models in 
distinguishing dangerous attacks and normal 
behavior to detect unknown attacks. The 
classification of IDS depends on their detection 
techniques, architecture and post-detection activities 
[11]. 

Due to the increasing diversity of attacks 
and new attacks that are developed every day it must 
provide the system with flexibility and adaptability. 
Anomaly-based network intrusion detection can 
detect new attacks before security analysts even 
learn about it, while rules/ signature-based network 
intrusion detection systems are good at detecting 
known and defined attacks. The two approaches 
together create a system for identifying disruptive 
behavior. Rule-based uses a signature based 
approach and machine learning based uses anomaly 
based approach.  Rule-based learning is utilized to 
classify packets as normal or abnormal, and to 
reduce false positive and false negative rates in 
intrusion detection, machine learning based system 
is used [4]. Rule-based can identify known attacks. 
Meanwhile, machine learning can learn without 
being programmed directly, starting by providing 
input of some knowledge, so that it can analyze, 
interpret, and test the knowledge gathered. 

Therefore, this approach provides 
assurance that no packet with intrusion can pass 
through our network system. In this paper, we 
introduced rule-based learning system and machine 
learning classification. Rule-based is used to capture 
real-time data by using the SNORT and machine 
learning based is used to solve the classification 
problem. In this study, researchers have worked to 
improve the Bayes (Bayes Network, Naive Bayes) 
and Decision Tree (Random Tree, LMT, J48) as 
machine learning based. These Algorithms as an 
effort to deal with ever-increasing and changing 
intruder attacks. It also protects the network against 
internal and external attacks by increasing the 
accuracy of the detection rate and performance of 
anomalous IDS. We used KDD dataset to build 
machine learning model  [8]. 

According to our research hypothesis, In 
order to make attacks identified by SNORT more 
verified in real time, trained machine learning 
models can be applied in SNORT classification data. 
Our approach can be divided into two parts; In the 
first, SNORT is configured according to some 
predefined rules to capture network traffic in real 
time and  this information is stored in the database.  
In the second part, a machine learning model is 
trained using KDD dataset. Machine learning (Data 
mining classification) based is used to solve the 
classification problem and bring up the detection 
rate accuracy. 

The contributions of this paper are as 
follows. (1) A Real-time internet traffic dataset has 
been developed using snort and then a reduced 
feature dataset has also been developed using an 
attribute selection algorithm. (2). Full feature and 
reduced feature datasets, Bayes and Decision Tree 
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algorithms have been used for intrusion traffic 
classification: Bayes Network, Naive Bayes, 
Random Tree, LMT, and J48 Algorithms. The 
performance of all these classifiers is analyzed on 
the basis of the classification accuracy of classifiers. 

 
Related Works 

IDS detects attacks in the network to 
protect the system from intruders. Based on the 
attack detection method, IDS is divided into two 
main classifications. The first is misuse detection 
and the second is anomaly detection. Anomaly 
detection method can be used to detect strange 
behavior of users in network traffic. 

Comparative results between the SSENet-
2011 dataset and snort performance in real-time data 
have proven that the scope of snort work is limited 
and Vasudevan, AR et.al [8] uses sophisticated 
methodologies to improve snort performance. 
Claude Turner, et.al [9] has investigated and 
proposed Snort-based Detection. Tests are carried 
out in the network traffic using five different 
versions of the snort rules. The result is that around 
88% of the configured rules fail to provide 
protection related to network security. There is 
plenty of room for writing more complex snort rules 
to improve security standards. Anna L. Buczak [10] 
uses machine learning techniques and data mining 
approaches to detect abuse and anomaly attacks in 
cyber traffic in real time. 

Innovative Hybrid detection has been done 
by Syed Rizvi, et.al [11], they developed a 
honeypot-based scheme in a virtual environment. 
The result is an inefficient rate of reduction of a 
hybrid signature based snort system. The EC logic 
encoding technique has been proposed by Mohsen 
Rouachedab, Hassen Sallay [12], but has limitations 
in dealing with various threats. To detect incorrectly 
injected data, Bo Sun et.al [13] uses the "Extended 
Kalman Filter" approach. The result is better 
accuracy in WSNs. 

The security of the cellular agent itself is an 
obstacle to intrusion detection. Intrusion detection 
using cellular agents developed by Saidi [14] can 
capture flooding attacks in the cloud environment 
such as DDoS and DoS attacks. 

The selected attribute feature was extracted 
by Avrim L. Bluma and Pat Langley [15] using a 
machine learning algorithm. Web content and a 
large amount of low quality information have been 
used as input data for intrusion detection. 

Artificial Neural Networks (ANN) and 
fuzzy clustering (FC) as building blocks of IDS have 
been proposed to find problems and attacks on the 
network. However, there are limitations such as 
having a lack of accuracy in a barrage of attacks. The 

researchers took over the boundaries by dividing the 
heterogeneous training set into a homogeneous 
training set of parts, by reducing the complexity of 
each training group, so that detection performance 
improved and system backups could be retrieved 
successfully by using restore points [16]. 

The classifier selection model conducted 
by HuyAnh Nguyen and Deokjai Choi [17] 
extracted 49,596 KDD dataset samples and 
compared a set of classifiers under the control 
environment. A different approach to dealing with 
KDD datasets is carried out by Kamlesh Lahreet et 
al [18], matlab is used to simulate supervised and 
unsupervised methods, and researchers test the 
technique with fuzzy rules to identify system 
performance. L. Breiman [19] focused on random 
forests and how to combine them among tree 
predictors, errors in random forests as a limit on the 
number of trees in the forest have been proposed by 
researchers. 

In the current scenario, the intrusion traffic 
classification uses machine learning techniques [5], 
[6], [7] which is based on network training using a 
set of previous examples. Then this trained network 
is used to predict the unknown class of test samples.  

In this paper, a real-time internet traffic 
dataset using SNORT has been developed, also 
using an attribute selection algorithm and the 
development of a reduced feature dataset. This full 
feature and reduced feature datasets have been used 
five ML algorithms for intrusions traffic 
classification: Bayes Network, Naive Bayes, 
Random Tree, LMT, and J48 Algorithms. 
Classification accuracy and classifier precision 
values are used as performance variables of these 
classifiers. 

 

2. METHODOLOGY 
2.1. Architecture 

The proposed intrusion detection system is 
divided into seven modules and the activities of each 
phase are shown in figure 2. 

 

 
Figure 2: Proposed Architecture of an IDS 
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2.2. Preprocessing 
Preprocessing is used to remove 

inconsistent data. In addition, preprocessing can 
handle missing values, eliminate noise from data 
sets and eliminate frequency attributes from 
unnecessary datasets. WEKA tools are used for 
preprocessing [14, 20, 21]. The results are four main 
categories of groups with 21 types of attacks in a 
number of different events. The number of instances 
for each type of attack can be seen in Figure 1. The 
experiment was carried out by randomizing all 
instances after extracting the KDD dataset complete 
with 148,753 instances, as shown in table 1. 
 
Table 1: Number of instances for each type of attack 

Type of Attack Instances Number 

Before 
Organization 

After 
Organization 

Back 2.203 70 

Buffer 
Overflow 

30 10 

FTP Write 8 2 

Guess Password 53 10 

Imap 12 4 

IP Sweep 12.481 382 

Load Module 9 2 

MultiHop 7 2 

Neptune 1.072.017 32.827 

Nmap 2.316 70 

Perl 3 1 

Phf 4 1 

POD 264 10 

Portsweep 10.413 318 

Rootkit 10 5 

Satan 15.892 487 

Smurf 2.807.866 85.983 

Spy 2 1 

Teardrop 979 30 

Warez Client 1.020 31 

Warez Master 20 7 

Normal 972.781 28.500 

 

2.3. Classification 
After the KDD preprocessing stage, the 

next step is the classification experiment using 
Bayesian (Bayes network, Naive Bayes) and tree 
algorithm classifier (J-48, Random Tree, LMT). 
Researchers use Weka software as a classification 
tool. The output of this phase is to produce a file for 
Anomaly Classification and a file for Misuse 

Classification provided by the kddcup99 dataset [22, 
23]. Both of these files are used to predict the attack. 
 
2.3.1 Bayes Network 

This is a grouping for guided learning using 
independent feature assumptions. This learning 
theory represents the distribution of the naive 
Bayesian classifier. Bayes Network uses a variety of 
different search algorithms and quality measurement 
methods which Bayes Network is an enhancement 
to Naïve Bayes [24]. Bayesian networks can help 
understand the world being modeled. BayesNet can 
be the best because it can model mysterious facts in 
the web of decisions. Bayes Net is able to make 
smart, justifiable, and measurable decisions to 
improve classification performance. BayesNet helps 
for diagnosis, prediction, modeling, monitoring and 
classification [25].  

The Bayesian Classifier consists of two 
phases: first, if the agent has an idea and knows the 
class, then he can predict the value of other features. 
Second, if the agent has no idea or does not know 
the class, then the Bayes rule can be used to predict 
the given class.  

The theory of the Bayesian Network is 
shown in Equation (1), where the symbol D 
indicates the training data, the probability of 
hypothesis h. 

𝑃ሺℎ|𝐷ሻ ൌ
௣൫𝐷หℎ൯௣ሺ௛ሻ

௣ሺ஽ሻ
  (1) 

 
The symbol is to :  
P(h|D) : probability of posterior  
P(D|h) : probability of condition  
P(h) : previous probability of h 
P(D) : marginal probability of D 

 

2.3.2 Naive Bayes  
This type of classifier is a simple 

probabilistic classifier where in defining 
discriminatory learning, new class values are 
predicted by returning p (y|x), and calculating 
probabilistic for each class in the dataset. Further 
main formulations for Nave Bayes can be read at 
[27]. 

The dataset attribute x∈X is linked by the 
Naïve Classification as input to the class label Z∈ 
{1,2, ,C}, where Z is the class room and X is the 
attribute space. For example X = IRD, then D is a 
real number. The Naïve classification model that 
uses continuous and discrete attributes is called the 
multi-label problem model. Discriminates model is 
a learning function that directly calculates class 

𝑝 ൌ ቀ
௬

௫
ቁ. The main objective is to study conditional 
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classes in non-linear and multi-label problems. For 
this purpose, equation (2) is used: 

𝑝ሺ𝑦|𝑥ሻ ൌ
௣ሺ௫,௬ሻ

௣ሺ௭ሻ
ൌ

௣ቀ
ೣ
೤ቁ௣ሺ௬ሻ

∑
೛ሺ

ೣ
೤ᇲሻ

೛ሺ೤ᇲሻ
೎
೤ᇲసభ

  (2) 

The output is generated by the Naïve 
Classifier based on the max argument function, as 
seen in equation (3): 

𝑓ሺ𝑥ሻ ൌ 𝑦ᇱሺ𝑥ሻ ൌ 𝑎𝑟𝑔𝑚𝑎𝑥 ሼቆ𝑝 ቀ
௫

௬
ቁቇሽ  (3) 

Probability classifiers have advantages in 
terms of [26]: 
a. The choice to reject or ignore the predicted 

results when not sure of the results due to 
human efforts. 

b. Allow to change the learning function and 
combine the probability function to achieve the 
highest performance. If the direct learning 

function 𝑝 ൌ ቀ
௬

௫
ቁ) is used and the probability 

function is changed; then 𝑝 ൌ ቀ
௬

௫
ቁ does not 

need to be recalculated. 
c. A balanced class of several data sets that has an 

unbalanced class. This means that if one million 
normal network traffic records are owned and 
there is only 1 abnormal out of 1000 records, 
the training dataset can be trained and easily 
reach 99% accuracy by using class always = 
normal. 

In solving that problem-balanced classes 
can use  equation(4) and equation (5). 

 
𝑃𝑏𝑎𝑙ሺ𝑦|𝑥ሻ ∝ൌ 𝑃ሺ𝑥, 𝑦ሻ𝑃𝑏𝑎𝑙ሺ𝑦ሻ  (4) 
 
𝑃𝑡𝑟𝑢𝑒ሺ𝑦|𝑥ሻ ∝ 𝑃𝑡𝑟𝑢𝑒ሺ𝑥, 𝑦ሻ 𝑃𝑡𝑟𝑢𝑒ሺ𝑦ሻ ∝

 
௣ቀ

೤
ೣቁ

௣௕௔௟ሺ௬ሻ
 𝑃𝑡𝑟𝑢𝑒ሺ𝑦ሻ                                        (5) 

 
Data sets that contain a mixture of feature 

types, such as data sets where each feature vector 
represents different data types (text, images, 
numbers) are very useful as a combination of 
models. Two or more classifiers can be constructed 
by two or more types of attributes that use a 

combination of models, such as 𝑝 ቀ
௬

௫ଵ
ቁ . 𝑝 ቀ

௬

௫ଶ
ቁ and 

so on. Equation (6) can be used to combine two 
different sources of information: 

𝑃ሺ𝑥1, 𝑥2|𝑥𝑦ሻ ൌ 𝑃 ቀ
௫ଵ

௬
ቁ 𝑃ሺ

௫ଶ

௬
ሻ  (6) 

 

2.3.3 J48 
Decision tree was introduced by [27]. 

Decision Tree is the common type of classifier used 

to manage databases for supervised learning. One 
type of decision tree, J48 creates Univariate 
Decision Trees that provide predictions about new 
unlabeled data. J48 uses attribute correlations 
based on entropy and acquisition of information for 
each attribute [28]. Various fields of research such 
as information extraction, data mining, text mining 
and pattern recognition have used this technique. It 
is capable of handling various types of input data 
such as nominal, textual and numerical. The J48 
decision tree is an extension of the ID3 algorithm, 
but it has advantages over ID3. By using a depth-
first and divide-and-conquer approach, J48 is able 
to build small trees. 

The decision tree consists of several 
elements such as the root node, internal node and 
leaf node. Internal nodes represent the conditions 
of the parameter values to be tested. A decision tree 
is built from the top-down root node by partitioning 
data into subsets that contain the same 
(homogeneous) instance. The ID3 algorithm 
calculates sample homogeneity using entropy. If 
the sample calculated is truly homogeneous, then 
the entropy is zero and if the sample is evenly 
divided, then the entropy is one. Entropy shows the 
amount of information possessed, which means 
that the higher the entropy, the more information 
content. A decision tree is constructed by 
calculating two types of entropy using the rules 
below:    
a) Entropy using the frequency table of one 
attribute: It can be measured by: 

𝐸ሺSሻ ൌ ∑ െ𝑝௜𝑙𝑜𝑔ଶ𝑝௜
௖
௜ୀଵ   (7) 

b) Entropy using the frequency table of two 
attributes: 

𝐸ሺ𝑇, 𝑋ሻ ൌ ∑ 𝑃ሺ𝑐ሻ𝐸ሺ𝑐ሻ௖∈௑   (8) 
 
Information gain reveals the importance 

of features or attributes, and determines which 
attributes are most important for distinguishing 
between classes that are known. This information 
is also calculated from training data. The 
Information gain helps in choosing the best 
separation; if it has a high value then this split is 
good, and if the value is low, then the split is not 
good enough. Information gain is calculated by 
data obtained from entropy: 
Information Gain = entropy (parent) – [average 
entropy (children)] 
 
2.3.4 Random Tree 

Random Tree is a supervised Classifier. 
Random tree is an ensemble learning algorithm that 
produces many individual learners. This algorithm 
uses the idea of bagging to build random data sets 
in building decision trees. Each code is separated 
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using the best separation among all variables in the 
standard tree. Each node is split between predator 
parts randomly selected at that node. This 
algorithm has been introduced by Leo Breiman and 
Adele Cutler to deal with classification and 
regression problems.  

The classifier will answer the average 
response for all trees in the forest in the regression 
case. Basically, Random Trees is a combination of 
two algorithms that exist in Machine Learning: a 
single tree model combined with random forest 
thinking. Random Forests have been shown to 
improve the performance of a single decision tree 
where two randomization methods can create tree 
diversity [19, 29]. The first way, the training data 
is sampled by replacing every single tree. 
Secondly, in calculating the best split for each 
node, only a random subset of all attributes are 
considered and the best split of the subset is 
calculated when growing a tree. 
 
2.3.5 LMT (Logistic Model Trees) 

LMT is a decision tree based algorithm 
that adapts logistic regression to DT induction or a 
combination of two methods in a single tree 
structure [30, 31]. LMT consists of a simple DT 
structure with logistic regression functions in the 
leaves. The tree structure is almost similar to the 
C4.5 algorithm. The probability of classification is 
estimated by the logistic regression function in the 
LMT structure [30]. The LogitBoost algorithm as 
an LMT implementation, proposed by Friedman et 
al. [32] to create logistic regression functions at 
each tree node. When the logistic regression 
function is matched to a node using the LogitBoost 
algorithm, cross-validation is used to determine the 
number of iterations that are run only once, and use 
the same number in all trees [33]. 

Logistic regression from the parent node 
is passed on to the child node at each split. All the 
parent models are accumulated as the last model in 
the leaf node thus creating probability estimates for 
each class. After growing all the trees, pruning is 
applied to reduce tree size and increase the 
generalization of the model [34]. The additive 
model of the least squares fit (Fj(x)) uses the 
LogitBoost Algorithm for the data provided for 
each class j, which has the following form [35]: 
𝐹௝ሺ𝑥ሻ ൌ 𝛽଴ ൅ ∑ 𝛽௜𝑥௜

்
௝ୀଵ   (9) 

Where T is the number of features, 𝛽଴ is the 
intercept and βi is the ith component coefficient in 
the x observation vector. The posterior probability 
p(j|x) for class j is modeled by linear logistic 
regression through a linear function inside x and 
ensures that all of them are number one and remain 

in [0,1]. The model follows the following form [35, 
36]: 

𝐹௝ሺ𝑥ሻ ൌ
௘

ಷೕሺೣሻ

∑ ௘
ಷೕሺೣሻೕ

ೖసభ

, ∑ 𝐹௞ሺ𝑥ሻ ൌ 0௝
௞ୀଵ   (10) 

2.4 Feature Extraction 
In increasing the effectiveness of all data 

mining algorithms and data classification 
performance generally uses feature selection 
procedures [36]. Dataset contains many features 
which are not all important. Some of the features 
available are redundant and irrelevant. Redundant 
features often do not provide additional 
information, while irrelevant features provide 
useless information related to the context of the 
data. 

In selecting a subset of the original 
features used feature selection based on specific 
criteria and to reduce the dimensions used 
techniques that are often applied in data mining 
procedures [37]. The feature selection process is 
also used to reduce the number of features by 
eliminating redundant, irrelevant, or noise features. 
In addition, irrelevant features can increase the 
complexity of the model and the convergence time 
for a good model structure. Good feature selection 
can accelerate the learning process and modeling, 
improve the accuracy and quality of learning and 
provide a better understanding of existing models 
[38]. 

The evaluator attribute based on metrics is 
used to rank all features. WEKA has provided this 
evaluator using the "cfs_subset_eval" correlation 
subset feature extraction method [39, 40]. In 
evaluating the importance of a subset of attributes, 
this method considers the predictive ability of 
entities of each feature with an existing level of 
redundancy. Local prediction methods are used to 
identify, predict and add attributes with the highest 
correlation of class iterative [41]. 

Evaluation of missing attribute values is 
treated as a separate value. The classes used by the 
dataset are nominal and numeric data, and the 
attributes are non-unary. There are six attributes 
selected for the anomaly dataset in the order shown 
in table 2. This attribute is used to handle the 
misuse attacks shown in table 3. 

Table 2: Feature derived for anomaly attacks 
Feature Attribute Name 
39 Dst-host-srv-serror-rate 
36 Dst-host-same-src-port-rate 
33 Dst-host-srv-count 
32 Dst-host-count 
28 Srv-rerror-rate 
12 Logged-in 
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Table 3: The Features derived for misuse attacks 
Feature Attribute Name 
2 Protocol-type 
3 Service 
5 Src-bytes 
6 Dst-bytes 
17 Num-file-creation 
23 Count 
24 Srv-count 
28 Srv-rerror-rate 
32 Dst-host-count 
33 Dst-host-srv-count 
35 Dst-host-diff-srv-rate 
36 Dst-host-same-src-port-rate 
39 Dst-host-srv-serror-rate 

 
2.5 Snort Rules 

The default snort rule cannot detect further 
attacks or new attacks so a new signature database is 
required. The proposed system uses sophisticated 
signature rules. New snort rules have been 
configured based on the events and patterns of each 
attack, Back Attack [42, 43] intends to block web 
servers where attackers make requests with multiple 
embed URLs using more slashes.The server has 
processed every request in response to incoming 

requests, causing server performance to slow down 
and become unable to process the original request 
from the client. 

In resolving this situation, snort rules are 
written to counterattack by: (a) limiting the number 
of source and destination bytes transferred during 
transmission when the passing protocol is TCP, (b) 
limiting flag values to prevent clogging of server 
resources. (c) limit the number of requests to prevent 
more URL requests from attackers and (d) limit the 
spoofing rate to 0.9 or 1. 

Another type of attack is when an attacker 
sends a fake SYN with the same source and 
destination address. The number of srv_count values 
is set to limit the SYN packet so that spoofing can 
be prevented. DOS attacks (Neptune or SYN Flood) 
[44, 45] cause an abundance of data structures to 
store information about each new connection 
request received. An open TCP connection causes 
the server to always receive and add notes to the data 
structure. Its limited size causes the overflow of data 
structures on the server, so that the data structure 
cannot receive requests again until the old data 
structure is released. The proposed snort rules are 
shown in table 4. 

 

 
Table 4: Snort Rules for KDD Cup 

Method of 
Attack 

Snort Rule 

Smurf Alert to Protocol=icmp, service=ecr_i, flag=SF, src_bytes=1032, 
dst_host_count=255, dst_host_diff_srv_rate=0 

Teardrop Alert to Protocol=udp/tcp, service=telnet, flag=SF, src_bytes=237, dst_bytes=1540, 
dst_host=count=255, dst_host_same_srv_rate=0.18 

Neptune Alert to Protocol=tcp, service= private/smtp/telnet, flag=SO, serror_rate=1/0.94, 
srv_serror_rate=1/0.93 

Pod Alert to Protocol=icmp, service= ecr_i/tim_i, flag=SF, src_bytes=1480, 
wrong_fragment=1,  dst_host_count=255, dst_host_diff_srv_rate=1 

Nmap Alert to Protocol=tcp/udp/icmp, service= private/nntp/telnet, flag=SF/SH, 
src_bytes=207, same_srv_rate=1/0.5, srv_diff_host_rate=1 

Satan Alert to Protocol=tcp, service=private/telnet, flag=SF/REJ, src_bytes=54, 
dst_host_count=255, dst_host_same_src_port_rate=0 

Portsweep Alert to Protocol=tcp, service= private/ftp/telnet, flag=SO/RSTR, 
dst_host_count=255, dst_host_srv_count=2 

Ipsweep Alert to Protocol=icmp, service=eco_i/private, flag=SF/RSTO/REJ, src_byte=8, 
count=1,  dst_host_count=71 

Back Alert to Protocol=tcp, service=http, flag=SF/SH/RSTR, src_bytes=54540/54060, 
dst_byte=7300/8314, host=2, srv_count=13, same_srv=1/0.8 

Spy Alert to Protocol=tcp, service=telnet, flag=SF, dst_host_diff_srv_rate=0.02 

warezmaster Alert to protocol=tcp, service=ftp/ftp_data, flag=SF, dst_host_count=218, 
dst_host_srv_count>10 

warezclient Alert to Protocol=tcp, service=ftp/ftp_data, flag=SF/RSTO, src_bytes=>980, 
dst_bytes>1208, hot>10, dst_host_count=255, dst_host_srv_serror_rate>0.02 
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Multihop Alert to Protocol=tcp, service= ftp_data/telnet, flag=SF, src_bytes=1412, 
dst_bytes=988002, dst_host_srv_count=3, dst_host_same_src_port_rate=1 

Imap Alert to Protocol=tcp, service=imap4,  flag=SF/SH, count=4, 
dst_host_same_srv_rate=1, dst_host_srv_count=1 

Ftp_write Alert to Protocol=tcp, service=ftp/ftp_data/login,  flag=SF, src_bytes=676, 
dst_byte=39445, loggin_in=1 

Guess_passwd Alert to Protocol=tcp, service=telnet,  flag=SF/RSTO, src_bytes=125 or 126, 
dst_byte=179, hot=1, num_failed_login=1 

Land Alert to Protocol=tcp, service=finger/telnet, flag=SO, land=1, src_count=2, 
dst_host_srv_serror_rate=0.58/0.12 

Rootkit Alert to Protocol=tcp/udp, service=ftp_data/telnet, flag=SF, logged_in=1, 
dst_host_count=255, dst_host_srv_rate=0 

Perl Alert to Protocol=tcp, service= telnet, flag=SF, logged_in=1, 
dst_host_srv_count=2, dst_host_diff_srv_rate=0.07 

Load Module Alert to Protocol=tcp, service=ftp/ftp_data/telnet, flag=SF, dst_host_count=6, 
dst_host_same_src_port_rate=1/0.25 

Buffer 
Overflow 

Alert to Protocol=tcp, service=ftp/ftp_data, telnet,  flag=SF/RSTO, 
src_bytes=6247, dst_byte=70529, loggin_in=1, dst_host_same_srv_rate=1 

Phf Alert to Protocol=tcp, service= telnet, flag=SF, src_bytes=51, dst_host_count=255, 
dst_host_same_srv_rate=1 

 
3. RESULT AND DISCUSSION 
3.1 Implementation of the Selected Classifiers 

The KDD dataset has 41 features about 
each data packet that implements various types of 
classifiers on cable networks. Experiments that have 
been carried out present a fair testing environment 
because the training dataset is extracted from 
148,753 instances of the four attack groups (DOS, 
R2L, U2R, and PROBE), normal dataset packets are 
drawn from 19% of experimental data, and original 
DOS KDD dataset packets from the highest 
proportion for DOS attacks taken from 79% of 
experimental data. In order to create a fair 
comparison of controls between different classifiers, 
the test sample was extracted from the original KDD 
dataset of 77,000 randomly independent samples 
and not included in the training dataset. 

This experiment uses Weka version 3.8 and 
Intel Core (R) CPU I5-2410M @ 2.30GHz X4 with 
4.0GB of available RAM under the Windows 10 
platform. The classifications used in this experiment 
are Bayes (Bayes Network, Naive Bayes) and 
Decision Tree (Random Tree, LMT, J48). All 
classifiers and their results are saved to begin a 
comprehensive study of which classifier has the 
highest level of accuracy to detect attacks. 

 

3.2 Snort Results 
The Snort Rule has been tested in real-time 

traffic and data sets with attack experiments 
conducted and detected every day for one week. 
Data files have been downloaded from experiments 
on the internal network. The number of packages 

and attacks detected in one week is shown in table 
5. Packets are captured and analyzed using the 
"Wireshark" tool and the graphical representation of 
the packets is shown in figure 3. 

There are 320 attacks have been detected 
by snort on Monday. There are a total of 1033 
network packets, of which 993 are TCP packets and 
40 are UDP packets. In detecting TCP packets, the 
total time required is 0.0040 milliseconds, while to 
detect UDP packets, the time required is 0,0005 
milliseconds. 

 
Table 5: Attacks detected on daily basis for one 

week 
Da
y 

Proto
col  

Coun
ts 

Num
ber of 
Pack
et 

Rate 
(ms) 

Att
ack
s 
Det
ecte
d 

Mo
nda
y 

UDP 993 1033 0.0040 320 

TCP 40 0.0005 

Tue
sda
y 

UDP 1120 1800 0.0060 250 

TCP 680 0.0030 

We
dne
sda

UDP 1340 1407 0.0140 275 

TCP 67 0.0009 

Tur
sda
y 

UDP 1775 2065 0.0045 210 

TCP 290 0.0010 

Fri
day 

UDP 1919 2059 0.0045 247 

TCP 140 0.0009 

Sat
urd
ay 

UDP 1750 1800 0.0088 276 

TCP 50 0.0004 
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Sun
day 

UDP 2200 3300 0.0089 380 

TCP 1100 0.0053 

 
Snort rules are created and tested in real 

time traffic, with various security breach attempts 
such as TCP packet flooding [46, 47] to test system 
efficiency. The website that is tested will produce 
more TCP packets during communication, and the 
rules that are tested on this packet are for capturing 
and detecting network threads. 
 

 
Figure 3: Packets Number taken using Snort 

 
The total number of attacks detected using 

the snort rule used is shown in figure 4. Snort rules 
and performance have been observed and tested in 
one week period. 

 
Figure 4: The Number of Attacks Detected using snort 

rules 
 
3.3 Classification Algorithm Results 

WEKA is used in many common data 
collection techniques such as data cleaning, 
classification, grouping, data pre-processing, 
regression, visualization, and feature selection. In 
this case, WEKA as a data mining technique for 
conducting many classification experiments with 
NSL-KDD as a dataset. 

WEKA tools are also used to evaluate 
algorithms and compare results with those obtained 
using the same values and parameters. Parameters 
such as the accuracy of the technique in detecting 
attacks that affect NSL KDD dataset training and 
testing are used as a comparison. In addition, various 
different classifiers were also tested such as Bayes 
(Bayes Network, Naive Bayes) and Decision Tree 
(Random Tree, LMT, J48) using NSL KDD dataset. 

This section describes all the parameter 
values used by the classifier in the experiment. All 
selected classifiers were tested with 77,000 random 
instances randomly from the KDD dataset.  

The parameters used are tested by the 
Bayes Network Classification: search technique=K2 
algorithm and search techniques estimator value = 
simple estimator, while the parameters used to test 
the Random Tree Classifier: seed = 1 and Min 
variance = 0.002. Parameters used to test Decision 
table classifier: cross value = 1 and search 
techniques best first, while the parameters used to 
test J48 classification: numFolds = 2, confidence 
factor = 0, seed = 1, ascended sub tree = true, 
unsuned = False, and fallen tree = true.  

In figure 5, lists statistical values that 
achieved in experiments and it can be seen that 
Random Tree classifier achieves the highest Kappa 
statistic with rate equals to 0.885 and the lowest 
Kappa statistic with Bayes Network classifier with 
rate equals to 0.836.  

In figure 6 and 7, records weighted average 
for true positive (TP), false positive ( FP), precision 
and ROC Area for each classifier selected for 
experiment. Figure 8 presents the experiment 
records of accuracy rate, correctly classified, and 
incorrectly classified. The highest accuracy is 
achieved by J48 Classification. 
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Figure 5: Value Statistics 

 

Figure 6: Weighted for TP and FP 

 

Figure 7: Weighted average for Precision and ROC Area 
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Figure 8: Correctly, Incorrectly Classified and Accuracy rate 
 

10-fold cross validation and the test set 
provided is also used to determine the accuracy of 
the prediction model. In this method, 10 different 
samples are randomly divided, of which 4 samples 
are used for testing purposes, while the rest are used 
for training purposes.In addition, the authors 
provide a classifier test set to investigate its 
performance in terms of predicting the class of the 
sample set taken from the file. Various parameters 
are used to determine the accuracy and robustness of 
the approach. Proving the best accuracy and 
performance compared to other techniques is shown 
by the J48 algorithm.  
 
3.3.1 Testing using 10-fold cross validation 

This research has used WEKA to 
investigate the algorithm and the results are 
compared using standard algorithms with the same 
experimental conditions. 

The authors have compared the results 
using many algorithms such as Bayes (Bayes 
Network, Naive Bayes) and Decision Tree (Random 
Tree, LMT, J48) with the same experimental 
settings. 

Table 6 compares the accuracy of intrusion 
detection for all the algorithms researched. This 
experiment has used a complete NSL KDD 
(KDDTrain +) training dataset that has 41 features 
and 10-fold cross validation test. it appears that 
BayesNet showed the lowest accuracy of 75.38% for 
all 41 features and the J48 algorithm shows the 
highest detection accuracy of 99.81%.  

 
Table 6: Analysis of accuracy using 10-fold cross 

validation. 
Detection Accuracy 
Bayes Network 
Naive Bayes 
Random Tree 
LMT 
J48 

75.38 
91.77 
98.34 
76.44 
99.81 

 
3.3.2 Testing without feature selection technique 

The authors have compared several 
algorithms such as Bayes (Bayes Network, Naive 
Bayes) and Decision Trees (Random Tree, LMT, 
J48) with the same parameters and values assisted 
by the supply test set. 

The comparison results of detection 
accuracy for all algorithms used in IDS are shown in 
table 7. The dataset used is NSL KDD (KDDTrain 
+.) and Full Test NSL KDD (KDDTest +.) which 
has 41 features and supplied test sets. 

 
Table 7:. Analysis of accuracy using supplied tests and 

Full test NSL KDD dataset 
Detection Accuracy 
Bayes Network 
Naive Bayes 
Random Tree 
LMT 
J48 

74.38 
77.71 
85.31 
79.43 
91.81 

 
Table 7 shows that the highest detection 

accuracy of 91.81% for all 41 features produced by 
the J48 algorithm; while the lowest accuracy is 
shown by Bayes Network (74.38%). 
 

Table 8: Analysis of the accuracy using supplied tests 
and Test-21 NSL KDD dataset 

Detection Accuracy 
Bayes Network 
Naive Bayes 
Random Tree 
LMT 
J48 

52.34 
55.65 
68.98 
31.34 
65.84 

 
In the table 8, the authors compare the 

accuracy of intrusion detection from the algorithm 
with many other data mining techniques. Here, the 
authors have compared algorithms such as Bayes 
(Bayes Network, Naive Bayes) and Decision Tree 
(Random Tree, LMT, J48) under the same values 
and parameters. 
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4.  CONCLUSIONS 
Real time internet traffic has been captured 

firstly using Snort software which is a packet 
capturing tool and rule based classification. The 
pattern is matched with the existing signature base 
of the snort rule. Existing snort rules and tested 
systems prove that the proposed rules are able to 
detect more accurately. After that, Internet traffic is 
classified using five machine learning classifiers. 
This work phase begins with the preparation phase 
of experiment and completes the independent 
random test data from KDD.  

Among the several classification 
techniques used (Bayes Network, Naive Bayes, 
Random Tree, LMT, J48), all types of attacks from 
the KDD dataset (DOS, R2L, U2R, and probing) can 
be detected and classified by the J48 algorithm with 
the highest accuracy. Results show that J48 gives 
accuracy of 99.81% in experiment has used a 
complete NSL KDD (KDDTrain +) training dataset 
that has 41 features and 10-fold cross validation test. 
Also in the dataset used is NSL KDD (KDDTrain 
+.) and Full Test NSL KDD (KDDTest +.) which 
has 41 features and supplied test sets, the highest 
detection accuracy of 91.81% for all the complete 
records of the KDD dataset (41 features) produced 
by the J48 algorithm. 

For further research related to this data set 
in the future, a data engineering phase is needed 
focusing on attributes that are able to achieve the 
highest accuracy for used classifiers. 
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