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ABSTRACT 
 
There has been an immense improvement in face recognition research. Unfortunately, the accuracy of face 
recognition systems recognizing the same person over time due to ageing is open research. Minor geometric 
changes in the face that occur due to ageing contribute to face recognition systems' inaccuracy. Researchers, 
over subsequent years, have come up with methods to improve the performance of Age Invariant Face Recog-
nition (AIFR) systems, the most recent one being the use of Convolutional Neural Network (CNN) to create 
face recognition models. The pre-trained residual network (ResNet) is trained and tested using a heterogene-
ous database to actualize this improvement. The heterogeneous database consists of images from 82 Cauca-
sian subjects in the FG-Net database and 11 African subjects. These obtained images were augmented using 
geometric transformation and Noise to increase the amount of data for training. Afterwards,  a model robust 
is developed. The Sliding Window framework was used to detect the faces fed into CNN for training and 
testing. After getting the results from our classification model, an analysis was carried out on the classification 
models of both the original dataset and augmented datasets. It was observed that the model performed re-
markably with the noise-injected dataset and performed worst with the geometric transformation database.  
 
Keywords— Age Invariant Face Recognition (AIFR), Convolutional Neural Network (CNN); Geometric 

Transformation; Noise injection; Data Augmentation 
 

1. INTRODUCTION  

Biometrics has become the most secure and accu-
rate means of security in all most all spheres of life. 
It works by capturing unique physical features and 
patterns from a subject. These data will then be used 
as identifiers that the software will interpret and use 
for identification applications. Since it is very hard 
for people to steal, some parts of your body like your 
face, for instance, make biometrics people’s top 
choice for top-level security [1]–[3]. 

A type of biometric authentication is Facial recog-
nition. This works by capturing the subject's facial 
features. The facial recognition algorithm creates a 
biometric template by capturing key points (feature) 

points on the face known as nodal points. The fea-
tures include the location of the eyes (distance be-
tween them), eyebrows, mouth, depth of the eye, 
ears, cheekbones, jawline, nose(width of the nose) 
and chin, as well as the measurement of the distance 
between them. The Two templates will be compared 
to check if the two images belong to the same person. 
The nodal points(facial features) are then measured 
to create numerical codes(a string of numbers) used 
to represent a person’s face [4]–[8].  

Having explained how to face recognition works, 
it is significant to point out that, the major reason be-
hind how accurate a facial recognition system will 
depend on how you train the deep learning neural 
network. Research shows that the more data you feed 
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into a deep learning neural network, the better. How-
ever, that amount of large data is not easily available; 
therefore; we need to apply data augmentation tech-
niques to our already existing data. In this paper, we 
will be showing that data augmentation does not only 
provide a large amount of data to train with, but it 
also helps the face recognition model perform better 
in the classification of faces, even when they have 
changed due to ageing [9]–[11].  

As contradictory as it may sound, noise addition 
can also be used as a data augmentation method to 
boost neural networks' accuracy. The addition of 
Noise such as Gaussian and Salt and Pepper to data 
will not only help us increase the amount of data that 
we can train, but it will enable the deep learning 
model to generalize better on noisy data [12]. 
Another technique of data augmentation includes 
Geometric transformation, which is a traditional 
form of data augmentation; data will be cropped, 
padded, trimmed, flipped horizontally and so on 
[13]. 

ResNet is a type of convolutional neural network. 
Deep neural networks are difficult to train because of 
gradually vanishing and degrading gradients to avoid 
ResNet being created. It uses the idea of shortcuts or 
skips connection, which allows you to take the acti-
vation from one layer and feed it to another layer 
even deeper in the network. We chose ResNet for this 
experiment because, it has been trained on more than 
one million images from the ImageNet database and 
has the ability to classify images into 1,000 object 
categories, such as pencil, keyboard, mouse and 
other types of animals. This makes it easier for us to 
pre-train and fine-tune the network to create a model 
that can recognize our images [14]–[16]. 

2 RELATED WORKS 

 
Data Augmentation is a way of creating samples 

by transforming data, for increasing accuracy of clas-
sifiers. A technique allows people to enhance the 
quantity of already existing data for training. Data 
augmentation transforms data, which in this case are 
images, into diverse forms to increase data acquisi-
tion. In the process of traditional augmentation, data 
will be cropped, padded, trimmed and flipped hori-
zontally. Although there have been new methods of 
augmenting data with the use of software or algo-
rithms, an example is the GANs [17]–[20]. 

We augment data because it helps to trains large 
neural networks to increase accuracy in image clas-
sification. When dealing with neural networks, you 
need to provide a large, robust amount of dataset for 
training[21]. The latest improvements in deep learn-
ing models because of the increase and variety of 

data gathered over time. In a lot of classification 
problems, the data available is usually not enough to 
train robust and accurate classifiers, which leads to 
inaccurate classification, showing that without 
enough data for training, image classifiers are prone 
to lots of errors [22]–[25]. 

According to [26], when using deep neural net-
works such as CNN for facial recognition, the net-
work goes through two operations: training and test-
ing phases. The training of the CNN is a global opti-
mization process, which learns by observing large 
dataset of a subject, this large dataset is produced 
from data augmentation while the testing stage is a 
process that uses the CNN to classify observed data.  

[27]  used five different methods of data augmen-
tation to expand the amount of dataset for training. 
The methods used were landmark perturbation cre-
ated by Shan hairstyle synthesis, glasses synthesis, 
pose synthesis, illumination synthesis. In the land-
mark perturbation, Jiang improved previous work 
done using Gaussian distribution to model the range 
of perturbation, instead of using the eight-neighbour 
deviation [28] to avoid random face landmark pertur-
bation. These methods of data augmentation made 
the system robust to hairstyles, glasses, poses, and 
lighting. 

[29] proposed that more does not make it effec-
tive in increasing image classification accuracy; they 
also proposed a Pixel Block Pairing (PBP) method to 
be more effective in image classification. At the end 
of the experiment, Wei discovered that more actually 
increased image classification accuracy in traditional 
augmentation and noted that the PBP method is just 
as effective as the traditional methods. 

[33] researched on  "A Discriminative Model for 
Age Invariant Face Recognition". The authors 
acknowledged that designing a suitable feature im-
age and an operative matching structure for age in-
variant face recognition remains an open challenge. 
Li et al. proposed a discriminative prototype to han-
dle face matching in the existence of age variation. 
Firstly, denote each face by designing a compactly 
sampled local feature description system, which the 
Scale Invariant Feature Transform (SIFT) and Multi-
Scale Local Binary Patterns (MLBP) function as the 
local descriptors. By compactly sampling the two 
kinds of local descriptors from the whole face image, 
adequate biased information, including the dissemi-
nation of the edge direction in the face image was 
mined for further analysis. Both SIFT-based local 
features and MLBP-based local characteristics dis-
tance formed an enormous dimensional feature gal-
axy. To evade the overfitting difficulty, the authors 
employed an advanced algorithm named Multi-Fea-
ture Discriminant Analysis (MFDA) to practice these 
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two local feature spaces in a joined structure. Inves-
tigational outcomes indicate that the method outper-
forms a viable face recognition system on the FG-
NET dataset. The proposed discriminative model 
used discriminative analysis local descriptors with 
densely sampled FGNET (82, 82). The recognition 
accuracy of 47.50% was obtained. 

[34] developed "Age Invariant Face Recognition 
based on Texture Embedded Discriminative Graph 
Model". The authors acknowledged that an auto-
matic face recognition system remains a challenge. 
The authors presented a new method to deal with age 
invariant face recognition by articulating a graph-
matching problem. This technique engenders a graph 
from a set of fiducial landmarks of each face. The 
texture traces incarcerations that tend to be unchang-
ing in a time-lapse as well as the conjoint face geom-
etry structure. The nodes of the graph the texture of 
a face region around a landmark and the edges re-
semble the geometry pattern of the face. For each re-
gion, the age invariant texture data is mined by a dis-
criminative and compressed feature prearranged in 
the Local Gabor Binary Pattern Histogram Sequence 
(LGBPHS) projected in an LDA subspace. An impar-
tial utility is then calculated to match graphs for the 
purpose of registration and identification. Experi-
mentations were done on the FG-NET Ageing da-
taset, and a recognition Accuracy of 64.47% was 
achieved. 

 
[30] found ResNet to be very successful in face 

recognition. According to Ivan, with more augmen-
tation in a dataset and with some minor modifications 
to ResNet, the deep neural network has the potential 
to produce stellar results. 

At the top left of Figure 1, the residual block is 
the basic ResNet architecture building block for 
learning the residual function of 𝐹 (𝛽) that is related 
to the standard function as shown in equation 1 

 
𝐻 (𝛽) =  𝐹 (𝛽) +  𝛽(1) 

 
Any model that is closer to defining function β 

than random learns about the ideal H (β). Then the 
residual 𝐹 (𝛽) is learned instead of making a network 
that learns 𝐻 (𝛽) from randomly initialized weights. 
This concept saves both the training time and solves 
the disappearing gradient issue by letting gradients 
pass unchanged through the skip-connections. The 
stacked residual blocks are in the ResNet architec-
ture, as seen in the figure above, along with two lay-
ers of 3 ×  3 convolution layers. The convolu-
tional layers carry out down sampling directly with a 
stride of  2. Additionally, the ResNet model has an 
additional global average-pooling layer after the last 

convolution layer at the end and a convolution layer 
at the start. It has a softmax function and a 1000-neu-
ron fully connected layer.    The layered residual 
blocks in the bottleneck architectures have three con-
volution layers, resulting in more models that are ef-
fective; this is in regards to the deeper ResNet 
50/101/152.  

2.2 Problem Statement 
 

Despite the fact that facial recognition has be-
come one of the best modes of biometric authentica-
tion over the past few years, there are still various 
drawbacks with this type of biometrics such as the 
likely hood of face spoofing, but the major challenge 
here is the inaccurate matching. Inaccurate matching 
can be caused by low lighting, pose, facial hair, but 
most importantly ageing. 

 We augmented our dataset using geometric 
transformation and noise injection to increase the 
amount of data for training and to also make the 
model robust. We used the Sliding window frame-
work on the images to capture just the faces, which 
we fed into the convolutional neural network for 
training and testing. After getting the results from our 
classification model, we analyzed the classification 
model's performance for both the original and aug-
mented datasets. The comparative analysis of the 
performance of both augmented and non-augmented 
is discussed in Section 3. 

 
3 METHODOLOGY 
 
All data was collected from FG-Net, consisting of 82 
Caucasian subjects and 11 African subjects. This 
gave rise to our original dataset, which consists of 93 
subjects and 1,145 images. This dataset is privately 
obtained from a research cluster group from Cove-
nant University, Ota, Nigeria.  

 

3.1 Data Augmentation Procedure 
We used MATLAB to perform these perturbations. 
In MATLAB, an augmentedImageDatastore is used 
to randomly perturb the training images for each 
epoch, so that each epoch uses a slightly different 
data set.  
The sliding window detection algorithm was used for 
face detection. We passed a grid cell of 2 x 2 across 
a whole image initially, then later increasing it. After 
the face have been detected, we cropped out the 
background and proceeded forms to add Noise and 
geometrically transform the images. 

 
To create our Dataset 2, we added the different types 
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of Noise listed below:  
 Gaussian Noise 
 Salt & Pepper Noise 

This increases the original dataset from 1,145 
images to 3,435 images. 
To create our Dataset 3, we augmented the im-
ages using random geometric transformations 
with the help of the image augmenter to give the 
following properties: 
 Reflection in the left-right direction 
 Reflection in the top-bottom direction 
 Rotation by an angle in the range 0 to 360° 
 Scaling by a factor in the range of 0.5 to 2 
 Horizontal translation in the range -10 to 10 

pixels 
 Vertical translation in the range -10 to 10 

pixels 
This increases the original dataset from 1,145 
images to 3,435 images. 
 

3.2 System Specification   
The simulations were carried out using four GPU 
boards (GTX 1080, Titan X-Pascal, two Titan XP). It 
was performed in MATLAB R2018b software using 
the Deep Learning Toolbox. The GPUs were 
equipped with Intel Core i7-5820 K processors and 
32 GB RAM each within two servers. The Ubuntu 
servers run LTS 14.04.3. Version 0.11.0 and the Py-
thon library TensorFlow was used to implement train 
and visualize the convolutional neural networks. 
 

 
 
 

Figure 1:  Resnet Architectures (Right) And Residual Block (Top Left), Bottleneck Layer (Bottom Left) [31] 
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Figure 2. Flow Chart Of The System Architecture 
 

3.3 System Architecture 
Our model's system architecture has been designed 
to be able to accurately recognize subjects, irrespec-
tive of how their faces have changed due to ageing. 
The model goes through two stages; the training 
stage and the testing stage, we did this for both the 
non-augmented and augmented databases. Figure 2 
shows the flow chart of the system architecture. 
 

3.3.1 Training stage 
Each database consists of 93 subjects, and these im-
ages went through some steps to train our model.  
The training stage goes through the following proce-
dures: 
 

a. Input Training Data 

 In this process of our architecture, we put into the 
system, the images, which were in size 224 x 224 x 
3, because that is the input image size ResNet can 
take. We input the dedicated 70% of each dataset dur-
ing this step.  
 
 

b. Image Preprocessing 

Some of these pictures have been taking under low 
lighting or shot with low-quality cameras, and be-
cause of these occurrences, these pictures turn out 
dark, unclear or with a lot of Noise. This process 

aims to improve the quality of these images to in-
crease the performance of the model. During this 
process, any grey-scale image is changed to RGB, 
because the pre-trained model reads images with 
three channels. The background noise is also cropped 
out leaving behind the just the face, with the aid of 
Viola-Jones, a framework known for its sliding-win-
dow face detection algorithm. 
 

c. Feature Extraction and Fine Tuning of 
Pretrained Residual Network 

During this process, the ResNet extracts the features 
of the processed images. This is done by reducing the 
data dimension into smaller sizes for easier pro-
cessing and reducing the number of computing re-
sources needed.  
 
The fine-tuning process is referred to as transfer 
learning. Here we take a pre-trained model with its 
existing weights, which in our case is ResNet, and 
add our 93 fully connected softmax layer (output 
layer) along with its activated weights. Also in this 
process, we re-trained and updated the weights of all 
the parameters in ResNet with the extracted features 
from each input training data, we did not fix nor 
freeze the other existing weights, while training this 
model.   
 
Adding our softmax classifier and re-training allows 
us to adjust the pre-trained model in such a way that, 
it can classify the images we feed into the system. We 
chose ResNet because, the network has been trained 
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on more than one million images from the ImageNet 
database and can classify images into 1,000 object 
classes, such as pencil, keyboard, mouse and other 
types of animals. For face recognition. ResNet al-
ready solves a problem similar to ours, and that is 
why we were able to work easily with the existing 
data learnt by the model. This not only saves time 
and resources in building a new model from scratch, 
but it also increases the performance of our model. 
 

d. Model Developed 

Now, we have created our desired model. The model 
has now learnt all the features of each data and can 
classify any image we feed into it. The model con-
sists of the ResNet architecture and the acquired data 
from training. In the training phase, this is where it 
ends. 

3.3.2 Testing stage 
This testing stage will allow us to know for certain, 
whether our model can accurately classify images. 
The testing stage goes through the following proce-
dures; 
 

a. Input Testing Data 

During this process of our architecture, we put into 
the system, the augmented images, which were in 
size 224 x 224 x 3, because that is the input image 
size ResNet can take. We input the dedicated 30% of 
each dataset during this process.  
 

b. Image preprocessing 

Just like in the training phase, the testing phase also 
carries out this process to improve the quality of 
these images, to increase the performance of the 
model.  
 

c. Feature extraction 

During this process, the ResNet extracts the features 
of the processed images. This is carried out by reduc-
ing the data's dimension into a smaller size for easier 
processing and reducing the number of computing 
resources needed.  
 

d. Testing the developed model 

After the features have been extracted, the model acts 
like the human brain by using what it has learnt from 
the training data, to classify the new input data 
brought forward. It will compare the extracted fea-
tures learnt during training, with the new input data, 
to distinguish the subject. This process is where the 
classification takes place. The Softmax classifier that 

we spoke about previously will then predict the im-
age in a probabilistic manner. For example, suppose 
we input image data into the system. In that case, the 
softmax will result, based on the information ex-
tracted from the input data, saying that this image is 
0.9 (90%) subject 1 and 0.1 (10%) subject 2. 
 

e. Image Classification 

This is the output of the developed model. After the 
model has been able to classify the image, the result 
is the recognized subject. The result analysis criteria 
are justifying because evaluating and assessing ma-
chine learning models' performance is essential to 
use standardized measures [32]. These standard cri-
teria are usually derived from the confusion matrix; 
in this case, it is a classification problem of 93 by 93 
matric. The derived measures used in the analysis of 
the results are shown in equation 2 to equation 4. 
 
3.4 Evaluation Metrics 
We had to get our classification metrics derived from 
the confusion matrix to analyze our model, which are 
as shown in equations 2-4. 

 Positive Predicted Value (Precision) 

𝑃𝑃𝑉 =
𝑇𝑃

𝐹𝑃 + 𝑇𝑃
                                        (2) 

 True Positive Rate (or Sensitivity)  

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                        (3) 

 F-Measure (F1 score)  

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
       (4) 

 
 
The Sensitivity evaluates our model's ability to pre-
dict the true positives (TP) in each class. The Preci-
sion is the correctly classified positive sample (TP) 
ratio to the total positive predicted samples. The F-
measure will represent high classification perfor-
mance of our model. F-Measure also reflects the har-
monic mean between Sensitivity and Precision. 
 
 
4 RESULT AND ANALYSIS 
 
With our classification assessment metrics table's 
aid, we created a graph that visually displays the re-
sults from our classification model. From the infor-
mation represented on the graph, we will be able to 
analyze the classification model easily. 
 
Based on Figure 3 which is the Comparative analysis 
of AIFR Sensitivity produced by the pre-trained 
RESNET model, we can see that the system's Origi-
nal Sensitivity ranges between 0 – 1, although most 
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of the classes have values ranging from 0.167- 0.667. 
While the Geometric Transformation Sensitivity rate 
fluctuates from 0 – 1, most classes have values rang-
ing from 0.167- 0.4. However, the Noise Sensitivity 
rate (Orange) of most classes has values ranging 
from 0.760 – 1. 
 
Based on Figure 4, which is the Comparative analy-
sis of AIFR Precision produced by pre-trained RES-
NET model, we can see that the Original Preci-
sion(Blue) of the classes fluctuates between the val-
ues of 0 – 1, but the majority of the classes range 
from 0 - 0.533. On the other hand, the Geometric 
Transformation Precision (Grey) of the classes fluc-
tuates from 0 – 0.917, but the majority of the classes 
have values range from 0.09 – 0.538. While the 
Noise Precision (Orange), fluctuates from 0 – 1, we 
can see that the majority of the values are within the 
range of 0.785 – 1. 
 
Based on the results from Figure 5, which is the 
Comparative analysis of AIFR F-Measure produced 
by pre-trained RESNET model, we can see that the 
Original F-Measure(Blue) of the classes fluctuates 
between the values of 0 – 1. Majority of the classes 
possess values that range from 0 – 0.37. The Geo-
metric Transformation F-Measure of the classes has 
values that vary within the range of  0 – 1, and we 
can also see that majority of classes have values from 
0.118 – 0.428. The F-Measure of the classes when 
Noise was injected has values that vary within the 
range of 0 – 1, and we can also see that majority of 
classes range from 0.7 – 0.9. 

In addition, it is observed that the graphs are shown 
there is a level of variance in the values, whereas 
some classes perform far better than some other clas-
ses, this occurs because of the number of images a 
class had for the experiment. For example, class 50 
has an accuracy of 0.994 because it has eight images 
and class 86 has a value of 1.000 because it has 
twelve images, so the number of images a class used 
for experimentation will determine high or low a 
class’ value might be on a graph. This affirms the al-
ready established theory that deep learning models 
accuracy largely depends on the dataset's quantity. 
That is, the larger the data use in training the model, 
the better the Accuracy and Precision of the model.  
Using the data augmentation techniques with pre-
trained ResNet model for the enhancement of Age-
invariant face recognition system. Some observa-
tions were made. Firstly the AIFR dataset was able 
to be increased by the factors of the types of noise 
injection used in this case by two and the geometric 
transformation used in this case by six. 
Secondly, significant improvements were observed 
with the image noise data augmentation using the 
Sensitivity, Precision and F-measure metrics. These 
three metrics are a positive set of measurement; 
meaning the higher these values to one the better the 
quantities. Thirdly, the image geometric transfor-
mation augmentation has very little or no effect on 
the AIFR dataset using the Sensitivity, Precision and 
F-measure metrics.   
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Figure 3. Comparative Analysis Of AIFR Sensitivity Produced By Pre-Trained RESNET Model 

 

 
Figure 4. Comparative Analysis Of AIFR Precision Produced By Pretrained RESNET Model 
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Figure 5. Comparative Analysis Of AIFR F-Measure Produced By Pre-Trained RESNET Model 
 

 
5. CONCLUSION 
 

The results show that image geometric transfor-
mation augmentation of AIFR improved the Preci-
sion, Sensitivity and F-measure of facial recognition 
insignificantly. Still, in other aspects, the system per-
formed worse than when trained and tested without 
augmenting the AIFR images. And the reason for this 
might be due to the geometric transformations we 
performed on the images. It is not possible for a hu-
man being to have a face that has been flipped, ro-
tated, nor translated like the images we distorted dur-
ing this experiment. These distortions change the im-
ages' pixel sizes, making it difficult for the system to 
give an accurate classification. 

On the other hand, the results show that Noise in-
jection image augmentation significantly improved 
the Precision, Precision and F-measures of AIFR sys-
tem compared with the original dataset and the geo-
metric transformation dataset results. Unlike Geo-
metric Transformation, the addition of Noise in im-
ages does not change the pictures' integrity (they re-
main the same). Using Noise injected images to train 
and test a face detection model is more realistic since 

perturbation does not affect an image's facial fea-
tures.  
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