ABSTRACT

This paper describes a preemptive-resume priority queue system that assumes Poisson arrivals and a single server facility. Various priority queueing models have been proposed in literature to explain the behaviour of different kinds of queues commonly observed at various service facilities. Majority of these models assume exponential service times. However, when the service time of a given facility is processed in more than one stage and service is in a sequential order (an often encountered scenario in practical situation), the need for a service distribution that can represent this becomes necessary. Hence in this study, the service time distribution is assumed to have Erlang service times. It is assumed that there are two classes of priority levels of which one has preemptive-resume priority over the other. The mean value theorem is applied in determining the performance measures of the higher priority queue. The busy period of the higher priority class assuming First Come First Serve principle and its associated moments is derived. We also evaluate the average number of customers in the system for the lower priority level and other performance measures like the mean sojourn time in the system. Subsequently, the impact and significance of preemptive scheduling is investigated with the use of real life data.
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1. INTRODUCTION

Priority queueing systems have received much attention due to its usefulness in modeling practical situations such as mobile telecommunication networks, production systems and manufacturing. The fact that it allows messages of different classes to be given different quality of service has made it an interesting area of research. In some queueing situations, customers are grouped in priority classes based on some attributes which could include urgency or preferential treatment. This is known as priority service.

Systems where arrival of higher priority customer brings about an interruption in service of lower priority customer are referred to as preemptive-priority queueing systems. In such situations, service of the lower priority customer resumes again after the higher priority customer has been served.

Two categories of preemptive priority queue system exist: preemptive-resume and preemptive non-resume. For the preemptive-resume priority case, after interruptions occur and are cleared, service resumes again and continues from the point of interruption. preemptive non-resume priority is the situation where interrupted service must begin from scratch when it resumes back.

The earliest results on priority queueing models is credited to Alan [1], who introduced head-of-the-line priority queue with multiple priority levels and derived the equilibrium expected waiting times. This was done for two types of systems. The system with single channel and the system with multiple channel with both having exponential service times. This study is focused on preemptive priority hence we discuss some results of some earlier authors.

Harrison and Lee [2] studied systems of queues with preemptive priority and obtained explicit expressions for some of their statistical properties. The study in [3] is an extension of the...
work in [2] which finds convenient computing procedures to the problem of probabilities in equilibrium for the case of two classes. The waiting line process (also known as queue process) for a queue by imbedded Markov chain method and renewal theory was studied in [4]. The rate of arrival of customers is Poisson and the duration of service is arbitrary. The results in [5] was an extension of [4] to the system with interruptions. But in this case, the completion times was substituted for service times for the lower priority class since it accommodates interruptions.

In [6], Fumiaki studied a preemptive priority queue with server vacations. The system has two queues with MAP arrivals with one of them being served with preemptive resume priority over the other. Performance measures which include the distribution of the time of waiting and queue size distributions are represented in matrix exponential forms. The second queue is stable hence the time of waiting and queue size distributions are defined and the mean waiting time and mean queue size are obtained. The work in [7] discussed an M/M/1 priority queue system with two categories of customers:- type 1 and type 2. Type 1 customers are the higher priority customers and type 2 customers are the lower priority customers. Applying the Mean Value Theorem and the PASTA (Poisson Arrival See Time Average) property, results were obtained for the system which follows the preemptive priority rule discipline and the system that follows the priority rule with non-preemptive priority mechanism. For the preemptive-priority rule, the mean sojourn time in the system \( E(S_1) \), and average customer size within the system \( E(L_1) \), for type 1, are given respectively as

\[
E(S_1) = \frac{1}{\mu_1 (1-\rho_1)} \tag{1}
\]

and

\[
E(L_1) = \frac{\rho_1}{1-\rho_1} \tag{2}
\]

For the type 2 customers, the performance measures obtained, include:

\[
E(S_2) = \frac{1}{\mu_1 (1-\rho_1)(1-\rho_2)} \tag{3}
\]

and

\[
E(L_2) = \frac{\rho_2}{(1-\rho_1)(1-\rho_1-\rho_2)} \tag{4}
\]

where \( E(S_2) \) denotes the mean sojourn time of type 2 customer in the system and \( E(L_2) \) represents the mean number of type 2 customers in the system.

The study [8] gave results of a priority queueing system that uses the preemptive priority rule for service with retrials and single working vacation. The model is solved by using Matrix geometric technique. The average customer size in the orbit and the probability that the server is either idle or busy are obtained. [9] discussed preemptive-resume priority queue with Markovian arrival process and the concept of retrial queue. The effect of the preemptive rule and the correlation in the inter arrival times was considered. [10] modeled a call-centre with priority service. In this study, the type 1 and type 2 calls had a retrial orbit they can access whenever the system appears busy upon arrival to the system. Whenever the system is free again, type 1 calls compete for service hence it does not follow a FCFS (first come first served) principle but type 2 customers have lower priority because of the preemptive priority rule. The service duration was exponential with different rates. Matrix-analytic method was used in analyzing the system.

In 2014, Richa [11] discussed an M/M/1 two priority class queue with poisson arrivals and exponential service duration. In the study, Runge-Kutta (R-K) method of fourth order was applied to examine the performance measures of the system some of which include, probability of the server’s idle state, busy state or broken down state. At time \( t \), the average customer size in the system was also considered. Analysis of an M/M/1 priority queue with preemptive-resume and priority classes was carried out in [12]. The classes have exponentially distributed service duration. A study on the customer behaviour that relies on the parameters of the system and the introduction of priority costs was also carried out.

The study [12] applied the notion of completion times introduced in [5] to describe the service duration of the lower priority customer for a preemptive-resume priority queue system. That is, the sum of the corresponding time of service and interruptions of the higher priority customer. It was denoted by

\[
C = S + \sum_{n=0}^{\infty} S_{b,n} \tag{5}
\]

where, \( N \) represents the total sum of interruptions during customers service, \( S_{b,n} \) denotes the duration of \( nth \) interruption (with
$S_n, 0 = 0$ and $S$, the corresponding service time. For this queue system, the average number of lower priority customers and the mean sojourn time were obtained.

The models discussed, are only suitable for systems which have one phase. When the service time is in more than one stage, the need to use a distribution that describes such situation becomes necessary, hence the study of priority system with Erlang service distribution. The aim of this study therefore is to describe a preemptive priority queue with Erlang distribution service times (an example of phase distribution). The Laplace transform representation for the generating function of duration of busy period for M/E$_r$/1 (the higher priority queue) including the associated moments will be obtained. This is a new result.

Subsequently, the performance measures for the system size and sojourn time for the lower priority queue in equilibrium will be determined. The results obtained are applied to a real life data.

2. MODEL DESCRIPTION:

We study the preemptive priority queue system with service times having identical exponential phases (also referred to as the Erlang service). It is assumed that two queues arrive the system and their jobs processed by a single channel facility. The first queue represented by the random variable $X_1(t)$, is the M/E$_r$/1 queueing system that the priority has no effect on since the customers in that category are served on first come first served basis. The arrival rate $\lambda_1$ is poisson and the mean time of service is Erlang with mean $E(S_1) = \frac{r}{\mu_1}$ .The second moment is given by $\text{Var}(S_1) = \frac{r^2}{\mu_1^2}$ with $E(S_1^{(2)}) = \frac{r(r+1)}{(\mu_1)^2}$. Customers in the first queue are referred to as the higher priority customers. For the second queue $X_2(t)$, the arrival rate $\lambda_2$ is poisson. The service duration is the sum of the corresponding service duration of the customers together with the busy period of interruptions. This is called the completion time and will be shown in the methodology.

The corresponding service is Erlang distributed with mean $E(S_2) = \frac{r}{\mu_2}$ and second derivative $E(S_2^{(2)}) = \frac{r(r+1)}{(\mu_2)^2}$. Whenever an $X_1(t)$ arrives the system during the service of $X_2(t)$, the service of $X_2(t)$ is halted until the service of $X_1(t)$ is completed. When the service of $X_1(t)$ is completed, the service of $X_2(t)$ is continued from where it was left off. This makes $X_2(t)$ a queueing process which accommodates interruption. The customers in the second queue are referred to as lower priority customers.

3. METHODOLOGY

We give the definitions of some useful terminologies

3.1 Busy period of the higher priority M/E$_r$/1 queue in equilibrium

In this study, the busy period is used to describe the duration of interruption of the higher priority customer. This is needed to investigate the completion time of lower priority queue. The Busy period for an M/G/1 queue as given in [13] is expressed in the form:

$$B(s) = \mathcal{L}[S + \lambda_1 - \lambda_1 B(s)]$$

(6)

with $\mathcal{L}(s)$ representing the laplace transform of time of service

The laplace transform for Erlang distribution as used in [7] is:

$$\mathcal{L}(s) = \left(\frac{\mu_1}{\sigma + s}\right)^r$$

(7)

Applying (7) to (6), we have

$$B(s) = \left(\frac{\mu_1}{\mu_1 + s + \lambda_1 - \lambda_1 B(s)}\right)^r$$

(8)

which is the laplace Steiltjes transform representation of the M/E$_r$/1 busy period.

The first moment (expectation) for the queue busy period with Erlang distribution $E(B)$ is obtained by differentiating (8).

$$\mu_1 E(B) = r[1 + \lambda_1 B(1)(s)] = r[1 + \lambda_1 B(1)]$$

(9)

$$\mu_1 E(B) - \lambda_1 E(B) = r$$

(E(B)[\mu_1 - \lambda_1] = r$$
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we differentiate (8) twice, substituting s = 0 to obtain

\[ E(B^2) = \frac{r}{\mu_1 - \lambda r} \]  

(10)

We differentiate (8) twice, substituting s = 0 to obtain

\[ E(B^2) = \frac{\mu_1 r + 1}{\mu_1 - \lambda r} \]  

(12)

Where \( B(2)(s) = E(B^2) \)

Applying (10), we obtain

\[ E(B^2) = \frac{\mu_1 r + 1}{\mu_1 - \lambda r} \]  

(13)

The second moment (variance) is obtained by using the formula

\[ \text{Var}(B) = E(B^2) - (E(B))^2 \]  

(14)

Thus, we have

\[ \text{Var}[B] = \sigma^2(B) = \frac{r(r + 1)}{\mu^2(1 - \rho_1)^2} - \frac{r}{\mu_1(1 - \rho_1)} \]  

(15)

The next definition is the notion of completion time for a preemptive-resume priority queue

### 3.2 Completion time [5]:

We define the completion time as the period of service completion for which there are interruptions during service. Thus for the preemptive-resume priority queue, we have

\[ C = S_2 + \sum_{i=0}^{N} 1 \]  

(16)

\( N \) represents the interruptions that occur while a customer is in service and \( B_i \) is busy period for the \( i \)th interruption to occur during the service time \( S_2 \) (with \( B(0) = 0 \)). The completion time has its laplace Steiltjes transform given below

\[ \hat{C}(s) = E(e^{-sC}) \]  

(17)

In this study, the completion time is used to describe the lower priority customer’s service since its total service duration is the sum of the corresponding service and the interruptions made by the higher priority customer.

The next theorem shows a relation between the laplace Steiltjes transform of the service time \( S_2 \) and the busy period \( B(s) \). It was employed in [12] without proof. Here the proof is given

**Theorem (1) [12]:** The Laplace-Steiljes transform of the completion time is given as

\[ \hat{C}(s) = S_2 \{ s + \lambda_1 - \lambda_3 \hat{B}(s) \} \]  

(18)

where \( S_2 \) denotes Laplace transform of service time

\[ E(C) = E(S_2) \{ 1 + \lambda_1 E(B) \} \]  

(19)

\[ E(C^2) = E(S_2) \{ 1 + \lambda_1 E(B) \}^2 + \lambda_1 E(S_2) E(B^2) \]  

(20)

\[ E(C) \] denotes the expectation of the completion duration and \( E(C^2) \) the second derivative of the completion time

**Proof:** From (11), we know that

\[ C = S_2 + \sum_{i=0}^{N} 1 \]

is the completion time

The laplace Steiltjes transform of the completion time \( C \) is also given as

\[ \hat{C}(s) = E[e^{-sC}] \]

By conditioning on \( S_2 \) and taking the expectation,

\[ \hat{C}(s) = E(e^{-sC}) = \int_{t=0}^{\infty} E(e^{-sC} | S_2 = t) f_{S_2}(t) dt \]

(21)

is obtained

Conditioning on \( N \),

\[ E(e^{-sC} | S_2 = t) = \sum_{N=0}^{\infty} E(e^{-sC} | S_2 = t, N = n) \mathbb{P}(N = n | S_2 = t) \]

Where \( N \) follows the poisson distribution with

\[ \mathbb{P}(N = n) = \frac{e^{-\lambda t} \lambda^n}{n!} \]

Thus,

\[ E(e^{-sC} | S_2 = t) = \sum_{n=0}^{\infty} E(e^{-sC} | S_2 = t, N = n) \frac{(\lambda t)^n}{n!} e^{-\lambda t} \]

(22)

The following gives

\[ E(e^{-sC} | S_2 = t) = \sum_{n=0}^{\infty} \sum_{i=0}^{n} E(e^{-sC} | S_2 = t, N = n) \frac{(\lambda t)^n}{n!} e^{-\lambda t} \]

(23)
And hence,
\[ C(s) = \int_{0}^{\infty} e^{-(s+\lambda_1-\lambda_1 B(s))t} f_0 \, dt \]
\[ = \mathcal{S}_2(s + \lambda_1 - \lambda_1 B(s))t \]  
(24)
To obtain the first moment,
\[ E(C) = -\frac{d}{ds} \mathcal{C}(s) \big|_{s=0} \]
\[ = \mathcal{C}^{(1)}(0) = -E(C) \]
\[ = S_2^{(1)}(0)(1 - \lambda_1 E(B^{(1)}(0))) \]
\[ = -E(C) = -E(S_2) + \lambda_1 E(B) \]
\[ E(C) = E(S_2)(1 + \lambda_1 E(B)) \]  
(25)
To obtain the second moment of the Completion time, we differentiate \( C(s) \) twice,
\[ E(C^2) = E(S_2^{(2)}(0)[1 + \lambda_1 E(B)])^2 \]
\[ + 2 S_2^{(1)}[-\lambda_1 B^{(2)}(0)] \]
\[ E(C^2) = E(S_2^{(2)})(1 + \lambda_1 E(B))^2 + \lambda_1 E(S_2) E(B^2) \]  
(26)
is obtained

3.3 Traffic Intensity for the higher priority queue

The traffic intensity or occupation utilization for the higher priority queue is used to describe the busy period of the server for the higher priority queue. This is written as
\[ \rho_1 = \lambda_1 E(S_1) \]  
(27)
where \( E(S_1) \) represents the mean sojourn time of the higher priority customer. For a system in equilibrium, it is required that \( \rho_1 < 1 \) and thus for the time independent system, \( X_1(t) \) is represented by \( X_1 \).

3.4 The performance measures of the higher priority queue

The results for the performance measures for the higher priority queue are known results. The results may as well be derived using the mean value approach. To the higher priority queue, the lower priority queue does not exist because of the preemptive-resume priority rule. An arriving customer has to wait for the customer in the queue, and for the one in service if the server is busy, since the service follows the first come first serve principle (FCFS). According to the PASTA property, the probability that the arriving customer finds a customer in service, is equal to the fraction of time the customer is busy i.e. \( \rho_1 \).

Hence,
\[ E(W_{(1,q)}) = E(L_{(1,q)})E(S_1) + \rho_1 E(S) \]  
(28)
where \( E(S) \) denotes the mean service time of the customer in service and \( E(S_1) \) the mean service time of the customers in \( X_1(t) \). \( E(L_{(1,q)}) \) and \( E(W_{(1,q)}) \) represent the mean number of customers and the mean waiting time in queue for \( X_1(t) \) respectively. If the server is busy on arrival, then with probability \( \frac{1}{r} \) the is busy with the first phase of the service time, also with probability \( \frac{1}{r} \) he is busy with the second phase, and so on. Thus,
\[ E(S) = \frac{r}{\mu_1} + \frac{1}{r} \frac{r-1}{\mu_1} + \frac{1}{r} \frac{r-2}{\mu_1} + \cdots + \frac{1}{r} \frac{1}{\mu_1} \]
\[ = \frac{r+1}{2} \frac{1}{\mu_1} \]  
(29)
substituting (29) into (28) and replacing \( E(S_1) \) with \( \frac{r}{\mu_1} \) yields
\[ E(W_{(1,q)}) = E(L_{(1,q)}) \frac{r}{\mu_1} + \rho_1 \frac{r+1}{2} \frac{1}{\mu_1} \]  
(30)
And by Little’s law
\[ E(L_{(1,q)}) = \lambda_1 E(W_{(1,q)}) \]  
(31)
Thus,
\[ E(W_{(1,q)}) = \frac{\rho_1 r (r+1)}{(1-\rho_1)} + \frac{r}{2 \mu_1} \]  
(32)
The mean sojourn time of \( X_1(t) \) in the system \( E(W_{(1)}) \) is obtained using the relation
\[ E(W_{(1)}) = E(W_{(1,q)}) + E(S_1) \]
\[ E(W_{(1)}) = \frac{r}{(1-\rho_1)} + \frac{r}{2 \mu_1} \]  
(33)
Using Little’s law, the mean number of \( X_1(t) \) in the system \( E(L_{(1)}) \) is obtained
\[ E(L_{(1)}) = \lambda_1 E(W_{(1)}) = \frac{\lambda_1 (r+1)}{(1-\rho_1)} + \frac{\lambda_1 r}{2 \mu_1} \]  
(34)

3.5 Traffic Intensity for the lower priority queue

The traffic intensity \( \rho_2 \) for the lower priority class \( X_2(t) \) is the product of the arrival rate of the lower priority class \( \lambda_2 \) and the completion time since the completion time represents the service time of the lower priority customer. This is denoted by
\[ \rho_2 = \lambda_2 E(C) \]  
(34)
For stability, it is required that \( \rho_2 < 1 \) and thus for the time independent system, \( X_2(t) \) is represented by \( X_2 \).

Theorem (2) [5]: For a system with interrupted service, the customer size of the lower priority queue is given by the probability generating function
\[ Q(z) = \frac{(1-\rho_2)(1-z)C(\lambda-\lambda_2)}{C(\lambda-\lambda_2)z} \]  
(35)
for a system in steady state.
\( \mathcal{C}(s) \) is the laplace transform of the Completion time duration and \( Q(z) \) is the probability generating function of M/G/1 queue with Completion time \( C \). The mean of (35) represents the queue length for the lower priority queue which is given below
\[
E(L_2) = \rho_2 + \frac{\rho_2^2 E(C^2)}{2(1-\rho_2)(E(C))^2}
\]  
(36)

3.6 Performance measures of the lower priority M/E_r/1 queue in equilibrium

The Completion time is the service time of the lower priority queue. For a preemptive-resume priority system, the mean completion time as shown in (19) is given below
\[
E(C) = E(S_2)[1 + \lambda_1 E(B)]
\]  
(37)

Hence, to obtain the mean Completion time, we insert the mean service time for the lower priority queue \( E(S_2) \), and the mean busy period \( E(B) \) into (37) and we obtain
\[
E(C) = \frac{r}{\mu_2} \left[ 1 + \frac{\rho_1}{\mu_1 - \rho_1} \right] = \frac{r}{\mu_2(1-\rho_1)}
\]  
(38)

Applying this to the traffic intensity, \( \rho_2 = \frac{\lambda_2 E(C)}{\mu_2} \) we have
\[
\rho_2 = \frac{\lambda_2 r}{\mu_2(1-\rho_1)}
\]  
(39)

For the computation of the second derivative of the completion time \( E(C^2) \), we use (20), which is given by
\[
E(C^2) = E(E(S_2)^2)[1 + \lambda_1 E(B)]^2 + \lambda_1 E(S_2)E(B^2)
\]  
(40)

Thus plugging the mean and second derivative of the service times and busy period as shown in (10) and (13) into (40), we have
\[
E(C^2) = \frac{r(r+1)}{\mu_2^2} \left[ \frac{1}{(1-\rho_1)^2} + \frac{r+1}{\mu_2} \frac{\rho_1}{\mu_1(1-\rho_1)^2} \right]
\]  
(41)

For the computation of the average customer number in the lower priority class, we substitute (38), (39) and (41) into (36). Thus, we have
\[
E(L_2) = \rho_2 + \frac{\rho_r r^2(1-\rho_2)}{2(1-\rho_2)} \left[ 1 + \frac{\rho_2}{\mu_1(1-\rho_1)} \right]
\]  
(42)

To compute the mean sojourn time in the system for the lower priority class, \( E(W_2) \), we use little’s law where,
\[
E(W_2) = \frac{E(L_2)}{\lambda_2}
\]  
(43)

With \( \rho_1 = \frac{\rho_1}{\mu_1} \), and \( \rho_2 = \frac{\lambda_2 E(C)}{\mu_2(1-\rho_1)} \)

To obtain \( W_2 \), the mean waiting in the queue, we have the relation
\[
E(W_2) = E(W_2) + E(C)
\]
\[
E(W_2) = E(W_2) - E(C)
\]
\[
E(W_2) = \frac{r}{\mu_2} \left[ 1 + \frac{\rho_r^2(1-\rho_2)}{2\mu_2(1-\rho_2)} \left[ 1 + \frac{\mu_2}{\mu_1(1-\rho_1)} \right] - \frac{1}{(1-\rho_1)} \right]
\]  
(45)

Then, the Little’s law is used to get the average customer size in the queue
\[
E(L_2) = \lambda_2 E(W_2)
\]
\[
E(L_2) = \rho_2 \left[ 1 + \frac{\rho_r^2(1-\rho_2)}{2\mu_2(1-\rho_2)} \left[ 1 + \frac{\mu_2}{\mu_1(1-\rho_1)} \right] - \frac{1}{(1-\rho_1)} \right]
\]  
(46)

4. APPLICATION

In this section, the effect of preemptive-resume priority queuing on the queue system comprising of two classes of customers is investigated of which one of the classes has priority over the other. We acquired the data set from the call records of clients who receive frequent calls on Telephone call provider (which we will refer to as the regular calls). A line is referred to as a server to which various telecommunication networks want to hook up with but we consider two of these, the internet call (with little cost) and the regular calls. It was observed that the regular calls have preemptive priority over the internet calls such that if there is an incoming regular call, it interrupts an internet call currently going on at that time. In this scenario, the internet call is suspended and the regular call is received. After the regular call has ended, the internet call is completed provided there is no other incoming regular call.

In this example, the regular calls \( (X_1) \) are referred to as the first class customers, while the internet calls \( (X_2) \) are referred to as second class customers. The five data sets give values for the arrival rate (computed from the arrival times) and service times for each client as extracted from the call records on their lines.

The performance measures which include the mean sojourn time \( W_1 \) and the average customer number \( L_1 \), are given in equations (33),(34),(42) & (43)
For each day, data was collected for over a 15-hour period, from 6am to 9pm. Arrivals before 6am and after 9pm were not considered. From the data

- The performance measures computed include:
  - $\mu_i$ = average service duration of class $i$
  - $\lambda_i$ = arrival rate of class $i$ into the system
  - $\rho_i$ = traffic utility of class $i$
  - $E(L_i)$ = average number of class $i$ customers in the system
  - $E(W_i)$ = mean waiting time of class $i$ customers in the system

where $i = 1, 2$ – class 1 or higher priority customer and class 2 or lower priority customer

### 4.1 DATA ANALYSIS

**Table 4.1: The Arrival rates and Average Service times (in minutes) for 5 data sets**

<table>
<thead>
<tr>
<th>DATA SET</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.3</td>
<td>0.4</td>
<td>4.42</td>
<td>14.84</td>
</tr>
<tr>
<td>2</td>
<td>0.1</td>
<td>0.2</td>
<td>2.56</td>
<td>10.17</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.4</td>
<td>1.70</td>
<td>14.59</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>0.3</td>
<td>2.04</td>
<td>13.26</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>0.4</td>
<td>1.97</td>
<td>25.01</td>
</tr>
</tbody>
</table>

Table 4.2 displays the values for the traffic intensities for both classes 1 and 2 customers for the 5 data sets including their mean performance measures. The values for the traffic intensities $\rho_i (i=1,2)$ are obtained by substituting the values in table (3.1) into (40) and the measures, $E(L_i)$ and $E(W_i) (i=1,2)$ are obtained, by applying the values in table (3.1) to equations (33), (34), (42) and (43).

Observing the results in table 4.2, we see the effect of priority rule. That is the mean number of class 2 customers in the system, $E(L_2)$ is severely reduced due to the preemptive-resume priority rule for the service when compared with the values obtained for mean number of class 1 customers, $E(L_1)$.

Also, the mean sojourn time of class 1 customers $E(W_1)$ have higher values than that of class 2 customers $E(W_2)$. This is contrary to expectation. The reason may be due to the reneging of the class 2 customers on seeing the length of service time. On that note, they will definitely have higher sojourn time in the system.

### 4.2 Charts Representing The Performance Measures
Figure 4.1 Average Number of Customers \([E(L_i)]\) Plotted against Data Sets 1-5

Figure 4.1 above represents the plot of the mean customer number in the system against the five data sets. It is observed that \(E(L_1)\) have greater values than \(E(L_2)\). The implication of this is that on the average, the number of customers found on queue 1 is usually more than queue 2 and this is due to the preemptive priority rule. For \(E(L_3)\) and \(E(L_4)\), the values drop from data set 1 to data set 2 and then to set 3. It increases at data set 4 and then increases again at data set 5.

Figure 4.2: Mean Sojourn Times \([E(W_i)]\) Plotted against Data Sets 1-5

Figure 4.2 represents the average waiting period of the two queues being observed. Again, the average waiting period of queue 1, \(E(W_1)\) has higher values than that of queue 2. For \(E(W_2)\), the line graph for data sets 1 and 2 are on the same level, it increases for data set 3 and then the trend increases from data set 3 to 4 and then to data set 5. For \(E(W_3)\), it increases drastically from data set 1 to data set 2, reduces for data sets 3 and 4 and then increases again for data set 5.

Figure 4.3 Mean Service Times \((\mu_i)\) Plotted against Data Sets 1-5

Figure 4.3 represents the mean service duration for the two classes of customers. The service duration of the lower priority customers \(\mu_2\) are higher than that of the higher priority queue \(\mu_1\) due to the interruptions that occur during service.

Figure 4.4: Mean Arrival rates \((\lambda_i)\) plotted against data sets 1-5

Figure 4.4 represents the values for the arrival rates of class 1 customers \(\lambda_1\) and arrival rates of class 2 customers \(\lambda_2\). The arrival rate is higher for the lower priority queue as expected, and lower for the higher priority queue.

5. CONCLUSION

In this study, we discussed in detail a preemptive-resume priority queue with Erlang distribution service times. Two classes of priority customers were assumed. They include, the class 1 (higher priority customers), and the class 2 (lower priority customers). The service is rendered by a single-server facility in stages.

The notion of completion times was used to analyse the service duration of the class 2 customers. The busy period duration for an \(M/E_r/1\) queue was derived and its associated moments obtained. This result cannot be found in any literature. The performance measures for the system in steady state for the class 2 customers were obtained. These include, the mean sojourn time and mean number of lower priority queue. The results obtained were further applied to a real life system to illustrate the effect.
of the preemptive priority scheduling on the queueing system.

In this study, it was assumed that the system has a single server facility. Thus, the results obtained cannot be applied to a system with multiple servers. A further research can be carried on a situation where there is multiple server facility with the same service time distribution. A system with preemptive non-resume priority queue and Erlang service time can also be considered and the measures derived.
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