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ABSTRACT 
 
The article deals with the development of neural network means for analyzing a voice signal to recognize the 
speaker’s emotions. We have established the possibility of improving these means through the use of a 
convolutional neural network of the SqueezeNet type, which determines the necessity to assess the 
effectiveness of such use. We have also determined that it is possible to assess the efficiency of using the 
neural network model experimentally by means of indicators of recognition accuracy and duration of training. 
A software implementation of SqueezeNet has been developed, with a training sample formed, using the 
publicly available TESS database, consisting of samples of voice signals with 7 emotions for 2 users. Mel-
frequency cepstral coefficients are used as the parameters characterizing a voice signal. Using computer 
experiments, we have found that after 80 periods of training on a fairly limited training sample, SqueezeNet 
enables using validation examples to achieve speaker recognition accuracy of about 0.95, which is 
proportionate to the results of the best modern systems of the similar purpose and confirms the possibility of 
effective use of this type of network for analyzing a voice signal. We have shown the necessity for further 
research related to the adjustment of neural network solutions to the recognition of the speaker’s emotions 
under a variety of noise interference. We have also determined the feasibility of developing a method for 
adjusting SqueezeNet architectural parameters to the conditions of the task to analyze a voice signal for 
simultaneous recognition of the speaker’s personality and emotions. 
 
Keywords: Voice Signal, Emotion Recognition, Neural Network Model, Convolutional Neural Network, 

SqueezeNet 
 
1. INTRODUCTION 
 

One of the most important trends in the 
development of information systems for various 
purposes is the widespread introduction of voice 
signal analysis means. Such means have long been 
successfully used to authenticate users both while 
entering the information system and during its 
operation. A peculiar feature of the modern period is 
an increased interest in voice analysis means 
designed to recognize the speaker’s emotions. This 
interest is based on the well-known fact that 
information transmitted by people through words 

amounts to only 5-10% of the total volume of data in 
the process of interpersonal communication [1, 2]. 
Non-verbal signals, such as facial expressions, 
poses, gestures, touches, smells, account for more 
than half of all transmitted information, with the 
voice paralinguistic component being significant. 
Therefore, it is assumed that the integrated use of the 
speaker’s personality and emotions recognition 
means will increase the effectiveness of information 
systems used in various spheres of activity. For 
example, using voice analysis means enables to 
provide effective recognition of the quality of 
educational materials in distance learning systems. 
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This is a key element in developing means for 
automated delivery of educational materials, 
adjusted to the abilities of an individual student. 
There exist well-known examples of the introduction 
of voice recognition of emotions to assess customer 
impressions of advertised products and the quality of 
call centres operation. In addition, it seems important 
to determine the psycho-emotional state of operators 
of critical infrastructure objects based on their 
voices. 

At the same time, practical experience and 
the results of scientific and experimental works [2-
4] indicate the necessity to significantly improve 
voice recognition modules for reducing resource 
intensity, increasing recognition accuracy, 
expanding the range of recognizable emotions, 
reducing the development time and increasing the 
level of adjustment to other conditions of 
application. Thus, one can explain the relevance of 
the scientific and experimental problem of 
improving the technology of the voice signal 
analysis to recognize the speaker’s emotions. 
 
 
2. LITERATURE REVIEW  

 
In accordance with [5, 6], the concept of a 

voice signal shall mean a complex acoustic signal, 
the source of which is the human vocal apparatus. 
Complex analysis of voice signals is caused by high 
interspeaker and intraspeaker variability, as well as 
the difference in their duration. Therefore, 
technologies for processing emotionally coloured 
speech are designed to recognize the emotional state 
of the user through numerical analysis of the stable 
features of voice signals. 

To analyze the emotional colour of speech, 
features are used which can be divided into a 
frequency and temporal ones. The relationships 
between pitch, speed, voice volume and emotion are 
established. For example, speech in a state of fear, 
anger or joy becomes fast and loud, with a wide 
range of pitch. In turn, fatigue, apathy or sadness is 
characterized by slow, low timbre and slurred 
speech. 

A common typical technology for 
recognizing a voice signal consists of the following 
stages: registration of an analogue signal, it’s 
sampling, noise removal, separation of 
quasistationary fragments, determination of 
informative features and recognition itself [7, 8]. 
Today implementation of the first five stages is 
believed to cause no special difficulties. In this case, 
the duration of a quasistationary fragment is usually 
within 0.01-0.02s, with the sampling frequency of at 

least 8,000Hz. This is due to the generally accepted 
thesis [9-11] that it is necessary to analyze the 
spectrum within the range of 50-4,000Hz for high-
quality recognition of a voice signal. 

As informative features of a voice signal, 
Mel-frequency cepstral coefficients (MFCC) are 
usually used, calculated on the basis of the results of 
the spectral analysis for each of the quasistationary 
fragments (QF) [8, 12, 13]. Also, there is a close 
dependence of the quality of recognition on the 
speech corpora (databases of voice signals) used to 
build recognition modules. The most famous speech 
corpora are: for English speech – eNTERFACE, 
TESS, SAVEE, for Russian – RUSLANA (RUSsian 
LANguage Affective speech), REC (Russian 
Emotional Corpus) [10], for German – EmoDB and 
for Turkish one – BUEmoDB [4]. 

We should note that these corpora include 
audio recordings of voice signals of various 
speakers, which reflect from 6 (anger, disgust, fear, 
sadness, happiness, surprise) to 22 types of 
emotional states [14-15]. Also, the data indicate that 
the above recognition modules function on the basis 
of mathematical models grounded on the Bayesian 
approach [5], the theory of determined chaos [4], 
hidden Markovian processes [2], support vector 
machines [16, 17], dynamic programming methods 
[6], as well as the theory of neural networks[8, 9]. 
Moreover, modern literary sources [18] and the 
results of studying the most well-known means of a 
similar purpose (Google+, Microsoft Office, 
VoiceNavigator, Siri) suggest that the neural 
network methodology for analyzing a voice signal is 
very promising. 

The work [8] considers the possibility of 
recognizing a voice signal by means of a neural 
network of the LSTM type, which enables 
processing dynamic data series. The use of classical 
types of neural network models is considered in [5, 
19]. However, the classical types of neural network 
models do not allow achieving acceptable 
recognition accuracy, with the construction of the 
LSTM network associated with the complexity of 
the training sample. Moreover, in [18, 20, 21] a 
convolutional neural network (CNN) is used to 
recognize a voice signal, due to which speaker 
recognition accuracy of 96–97% is achieved. Similar 
results are also obtained in [22], where CNN is used 
to analyze a voice signal in order to recognize the 
speaker’s emotions, with the achieved recognition 
accuracy of 70-80%. 

We should note that the characteristics of 
different types of CNN differ greatly, as they are 
adjusted to solve quite different tasks, related to 
computer vision [23-25]. Therefore, it is of interest 
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to study possibilities of analyzing a voice signal by 
means of modern types of CNN. 

One of the most tested modern types of 
CNN is SqueezeNet, with relatively low resource 
intensity and sufficient recognition accuracy as the 

characteristic features, which in some cases is crucial 
for systems for monitoring the speaker’s emotional 
state [26]. Figure 1 shows the SqueezeNet network 
structure implemented using MATLAB R2018b. 

 

 
Figure 1. The Structure Of A Neural Network Of The Squeezenet Type

 
 

 
 

Thus, the purpose of this article is to assess 
the possibilities of using a neural network model 
such as SqueezeNet for recognizing the speaker’s 
emotions. 
 
 
 

 
 
3. DEVELOPMENT AND RESEARCH OF 

THE NEURAL NETWORK MODEL 
 

 
According to the results of [4, 7, 24], the 

first stage in the development of a neural network 
model designed to analyze the parameters of 
technical systems is associated with the procedure 
for determining the input field of a neural network 
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model. It should be noted that a peculiar feature of 
CNN is the necessity to present the input information 
as a square image. The basic version uses a black and 
white image. More sophisticated options provide for 
using a multidimensional colour image. 

This peculiar feature significantly limits the 
use of CNN ‒ an ability to analyze a voice signal of 
a fixed duration. In this case, the general formulation 
of recognizing emotions of a user of an information 
system requires analyzing both a voice signal of a 
predetermined duration and a signal of unspecified 
duration. The first case can be correlated with 
monitoring the speaker’s emotional state while 
voicing password data. The second case relates to 
monitoring voice messages of unspecified content 
during the interaction of the speaker with the 
information system. 

According to the data of [21, 12, 13], such 
monitoring can be implemented, even using 
relatively simplified statistical models, by dividing 
an unspecified voice signal into fixed sections with 
a predetermined duration, followed by an analysis of 
each section. 

Thus, the above limitation associated with 
the duration of the voice signal does not adversely 
affect the performance of CNN. In the first case, the 
duration of a voice message when scoring password 
data is a fixed value. In the second case, the voice 
message is divided into sections of a predetermined 
duration. 

We are going to consider the procedure for 
encoding the parameters of a voice signal into a 
single-channel color square image under the 
assumption that the MFCC of each of the QFs of this 
signal are used as the indicated parameters. It is 

suggested correlating measurement of the abscissa 
axis with the MFCC number. We should note that 
the voice signal is usually characterized using 24 
such coefficients. The measurement of the ordinate 
axis is proposed to be correlated with the QF number 
of the voice signal. Thus, a single QF will 
correspond to one separate point of the image. On 
the ordinate axis, the coordinate of the encoded 
fragment corresponds to the number of this fragment 
in the voice signal. The coordinate on the abscissa 
axis corresponds to the MFCC number. The colour 
of a dot will correspond to the MFCC value. 

In the case when the number of QF of the 
voice signal is greater than the number of MFCC 
coefficients, to preserve the square shape, the figure 
below the abscissa axis is supplemented with lines 
filled with zeros. If the quantity of QF is less than the 
quantity of MFCC, to save the form, the figure on 
the right will be supplemented with columns filled 
with zeros. 

Figures 2-4 show the above coding 
procedure. Figure 2 shows a sonogram of the scored 
text ‘Say the Word Back’, with Figure 3 containing 
diagrams of the values of the third, fourth and fifth 
MFCC in each of the QF. We should note that the 
duration of the spoken phrase is 1.452s, which 
corresponds to 121 QF,provided the sampling 
frequency of the voice signal is 24,414 Hz, with the 
signal duration of 0.012s.  
Voice signal, the sonogram of which is shown in Fig. 
3 pronounced with the "angry" emotion. The 
sonogram shown in fig. 4 corresponds to the 
"neutral" emotion.   
 
 

 

Figure 2. A Sonogram Of The Scored Text ‘Say The Word Back’ 
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Figure 3. A Sonogram Of The Scored Text ‘Say The Word Back’ 

 

Figures 4 and 5 show graphs of MFCC versus QF for 
each of two voice signals. As follows from the 
analysis of Fig. 4, 5, the dependences of MFCC on 
QF for the considered voice signals clearly differ 

from each other, which confirms the possibility of 
using such dependencies for the analysis of the voice 
signal. 

 

 

 
Fig. 4. Graphs Of MFCC Values when Scoring The Text “Say The Word Back”
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Fig. 5. Graphs Of MFCC Values when Scoring The Text “Say The Word Back”

Figure 6 fragmentarily shows a two-dimensional 
single-channel image of an encoded voice signal 
when scoring the text “Say the word back”. The 
image in fig. 7 corresponds to the encoded voice 
signal for the text “Say the word bite”. 

 

Fig. 6. Fragmented Display Of The Encoded Voice 
Signal When Scoring The Text ‘Say The Word Back’ 

  1 2 3 4 5 

  MFCC-1 
MFCC-

2 
MFCC-

3 
MFCC-

4 
MFCC-

5 

1 QF-1 15,41 15,39 6,31 10,24 10,12 

2 QF-2 14,57 18,32 10,59 8,98 8,22 

3 QF-3 13,24 15,83 9,05 10,13 5,06 

4 QF-4 11,48 16,30 7,65 7,41 3,65 

5 QF-5 13,64 19,28 6,77 11,14 4,43 

Fig. 7. Fragmented Display Of The Encoded Voice 
Signal When Scoring The Text ‘Say The Word Back’ 

In fig. 6, 7 auxiliary fragments are 
highlighted in gray. The horizontal fragments 
display the MFCC numbers and the pixel numbers of 
the CNN input field along the abscissa axis. Vertical 
auxiliary image fragments display the QF and pixel 
numbers of the CNN input field along the ordinate 
axis. For visual clarity, the individual points of the 
input field are separated by straight lines. For 
example, an input field point with coordinates x = 2, 
y = 3 and the value of -22.95 correspond to QF-3 
with the MFCC value of -22.95. 

The above encoding procedure enables to 
proceed to the development of a neural network 
model of the SqueezeNet type for analyzing a voice 
signal in order to recognize the speaker’s emotions. 
Based on the results of [9, 27], the TESS database is 
used as a data source for training and testing the 
neural network, available for download at 
https://doi.org/10.5683/SP2/E8H2MF. The above 
database contains 2,800 records of voice signals in 
English, recorded by two female speakers aged 26 
and 64 years. Each voice signal reflects one of 7 
emotions (anger, disgust, fear, happiness, surprise, 
sadness and neutrality). The two-part text was 
scored. The first part of the text ‘Say the Word’ is 
the same for all texts. 

The second part of the text is variable and 
is one of 200 definite words (back, bar, cause, ...). 
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The duration of each spoken phrase is about 1.5-2s. 
Each voice signal recording is presented in a separate 
wav-file (sampling frequency of 24,414 Hz, mono 
channel). The name of the file reflects the name of 
the speaker, the second part of the text and the name 
of the emotion. 

Since the duration of the voice signal of 
wav-files in the TESS database varies from 1.5 to 2s, 
taking into account possibility of changing the QF 
duration from 0.01s to 0.02s, the feasibility of half-
overlapping QF, peculiar features of the 
implementation of the fast Fourier transform, 
specific features of SqueezeNet, it is accepted that 
the dimensions of the input field of the neural 
network model is 227x227 pixels. Since the number 
of MFCCs is 24, starting with 25, the columns of the 
input field of the network are filled with zeros. We 
should note that in the initial version, the 
SqueezeNet network is configured to classify images 
into 1,000 categories, with the task of analyzing the 
voice signal, which provides for recognition of 7 
emotions, the final 5 layers of the network are 
adjusted to this condition. 

The neural network model is implemented 
using the Python programming language, 
TensorFlow and Keras libraries. Also, when creating 
the program, the following libraries are used: 
Numpy ‒ for processing arrays, Soundfile ‒ for 
processing audio files and Matplotlib ‒ for 
visualizing the results. 

The neural network model and the 
corresponding software enable to move on to the 
next stage of research related to determining the 
effectiveness of SqueezeNet in recognizing 
emotions of a speaker. 

In accordance with the recommendations of 
[2, 25], such parameters are used as recognition 
accuracy (A) and loss (L) in the training, validation 
and test samples, to evaluate the effectiveness [24, 
22, 27-28]. 

To calculate the values of these indicators, 
the following formulae are used: 

 

NNA right  ,      (1) 

     QteWQteNL
N

t

T ,,
1

1  


 ,        (2) 

 
where Nright is the number of correctly recognized 
examples, N is the total number of examples, e(t, Q) 
is ny-by-1 error vector at a given time t, 
parameterized by the parameter vector Q, ny is the 
number of outputs of the neural network, W(Q) is the 

weighting matrix, specified as a positive 
semidefinite matrix. 

The experiments are carried out on a 
personal computer with an Intel Core i7-8700 
processor (3.2-4.6 GHz), 16 GB of RAM, an nVidia 
GeForce GTX 1660Ti graphics card, run by 
Microsoft Windows 10. Figures 8 and 9 show the 
diagrams of recognition parameter accuracy and 
losses versus a number of training periods. 

 
 

 
Figure 8. The Diagram Of Recognition Accuracy Versus 

The Number Of Training Periods 

 
Figure 9. The Diagram Of Recognition Losses Versus 

The Number Of Training Periods 

 
As the analysis of the above diagrams 

shows, both recognition accuracy and losses 
stabilize after about the 80th period of training. In 
this case, the recognition accuracy in test cases is 
about 0.98. We should note that the recognition 
accuracy on the validation sample not used for 
training is about 0.95, which is approximately 0.1-
0.15 higher than in the best neural network 
recognition systems of similar purposes [4, 9, 10, 
22]. 

Thus, the results of the experiments indicate 
the appropriate use of a SqueezeNet neural network 
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model for analyzing a voice signal in order to 
recognize the speaker’s emotions. It should be noted 
that the voice signals presented in the TESS database 
were recorded in the studio conditions. Moreover, 
when applied, it is of interest to recognize the 
speaker’s emotions under the influence of various 
noises. 

To assess the influence of noise on 
recognition accuracy, experiments are conducted 
which, using the above SqueezeNet network, 
recognize high-noise training examples. We have 
determined that when exposed to white noise, the 
level of which is about 20dB, the recognition 
accuracy of emotions significantly decreases and 
amounts to approximately 0.6. Thus, it is advisable 
to correlate the trends of further research with the 
adjustment of neural network solutions to the 
recognition of the speaker’s emotions under a variety 
of noise interference. 

To assess the effect of noise on recognition 
accuracy, experiments were carried out in which, 
using the SqueezeNet network described above, 
recognition of noisy training examples was carried 
out. For an example in fig. 10 and in fig. 11 shows 
graphs of the dependence of accuracy and loss 
recognition for training and test cases depending on 
the number of training epochs when a noise of 10 dB 
is exposed to test cases.  

 

 

Fig. 10 Graphs Of The Dependence Of Recognition 
Accuracy On The Number Of Training Eras When 

Exposed To Noise 

 

Fig. 11 Graphs Of The Dependence Of Losses On The 
Number Of Training Eras When Exposed To Noise 

 

As a result of the experiments, it was determined that 
under the influence of white noise, the level of which 
was about 20 dB, the recognition accuracy of 
emotions significantly decreased and amounted to 
approximately 0.6. 

Thus, it is advisable to correlate the paths of further 
research with the adaptation of neural network 
solutions to the recognition of speaker emotions in 
the presence of a variety of noise interference. 

Also, based on the generally accepted methodology 
for increasing the efficiency of neural network 
diagnostic tools for technical systems [18, 23, 21], it 
is possible to suggest the prospect of research in the 
direction of creating a representative training sample 
for creating speaker-independent emotion 
recognition systems. 

In addition, given the close relationship between the 
speaker’s emotion recognition task and the user's 
voice recognition task, it is advisable to develop a 
method for adapting SqueezeNet architectural 
parameters to the conditions of the voice signal 
analysis task to simultaneously recognize the 
speaker’s personality and emotions. 

 
CONCLUSION 

The results of the research show the 
possibility to effectively use a SqueezeNet-type 
neural network model for analyzing a voice signal in 
order to recognize the speaker’s emotions. The 
efficiency of use is confirmed by computer 
experiments, which show the possibility of 
achieving the recognition of user’s emotions at the 
level of 0.95 on a fairly limited training sample at 80 
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educational periods, which is comparable with the 
results of the best modern systems of similar 
purposes. 

We have shown the necessity for further 
studies related to the adjustment of neural network 
solutions to the recognition of the speaker’s 
emotions under a variety of noise interference. 

The research has also determined the 
feasibility of developing a method for adjusting 
SqueezeNet architectural parameters to the 
conditions of the task of analyzing a voice signal for 
simultaneous recognition of the speaker’s 
personality and emotions. 
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