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ABSTRACT 
 

Electroencephalogram (EEG) signal is a biological signal produced from an electrical activity from the 
brain. Abnormalities that occur in the pattern or content of the EEG signal indicate a brain disorder or 
disease. One of the disorders or diseases associated with brain function is epilepsy. Various methods were 
developed by researchers to analyze abnormalities of EEG signals using digital signal techniques. Many 
algorithms have been applied to achieve high performance for the classification of EEG epilepsy. However, 
the complexity and randomness of EEG signals is a challenge for researchers to apply the appropriate 
algorithm. In this research, fractal analysis of EEG signals is expected to be able to distinguish EEG signals 
in seizure, no seizure, and normal conditions. The multiscale method used is a multi-distance signal level 
difference (MSLD) and combined with the fractal dimension. Furthermore, classification is done using 
Quadratic SVM through 5-fold cross-validation which produces an accuracy of 99% on a scale of 1-10. 

Keywords: Classification, Epileptic Seizure, Fractal Dimension, Multi-Distance Signal Level Difference, 
Support Vector Machine 

 
1. INTRODUCTION  
 

Electroencephalogram (EEG) signals are 
biological signals that result from the activity of 
electricity from the brain [1]. Abnormalities that 
occur in the pattern or content of the EEG signal 
indicate a brain disorder or disease. Some 
disorders/diseases associated with the brain 
function such as epilepsy [2], Alzheimer's [3], 
dementia [4], and abnormalities in the congenital 
system [5]. This disorder can be seen through 
changes in pattern, spectrum content and EEG 
signal fluctuations. 

Various methods were developed by 
researchers to analyze EEG signal abnormalities 
using digital signal techniques, including wavelet 
analysis for epileptic EEG signal processing [6] 
[7], EEG signal processing for Alzheimer's cases 
[8], and dementia cases [9]. The whole method 
provides a technique for analyzing EEG signals 
automatically using a computer. 

One of the characteristics of EEG signals that 
can be explored is fractal properties. This property 

implies the existence of self-similarity in signals 
that occur at different scales. In normal and 
pathological EEG signals there is a pattern change 
due to electrical process abnormalities that occur 
in the brain. This can change the fractal pattern of 
the signal. Thus the dimensional changes in 
fractal signals can be used to distinguish normal 
and pathological EEG signals [10]. 

Another characteristic of biological signals is 
multiscale properties [11]. This property is similar 
to fractal properties, where biological signals have 
similar properties on different scales. In previous 
studies, multiscale entropy methods were widely 
used for the analysis of biological signals such as 
electrocardiogram (ECG) signals [11], pulmonary 
sound signals [12], blood flow [13], and soon. 
The multiscale analysis will strengthen 
information that can be extracted from the signal 
so that it will be better able to distinguish the 
characteristics of the signal. 

In this research using multiscale fractal 
analysis for the classification of epileptic EEG 
signals. This fractal analysis of EEG signals is 
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expected to be able to distinguish EEG signals 
from seizure, interictal and normal EEG 
conditions. The multiscale method used is a multi-
distance signal level difference (MSLD) [14]. The 
multiscale method was shown to provide high 
accuracy in previous studies [15]. Meanwhile, the 
fractal dimensions used are Higuchi fractal 
dimension (HFD), Katz fractal dimension (KFD), 
Sevcik fractal dimension (SFD), Variance fractal 
dimension (VFD), Petrosian C (PetC), and 
Petrosian D (PetD) as used in previous studies for 
pulmonary sound classification [16]. 

Feature extraction plays an important role in 
pattern recognition, especially in EEG signals 
[15].  In this research, the normalized EEG signal 
data was carried out in a multiscale process using 
the Coarse-Grained Procedure and the Multi-
distance Signal Level Difference (MSLD). The 
multiscale process will affect the number of scales 
on the accuracy. Next, the fractal dimension is 
used as a feature to adjust the multi-scale process. 
The classification process used the Support 
Vector Machine method with n-fold cross 
validation. SVM is an alternative learning 
machine used in solving classification problems 
using the concept of maximum margin [17]. In the 
classification, three EEG data classes were used, 
namely EEG signals in seizure, interictal, and 
normal conditions. All datasets used in this 
research were obtained from databases available 
at the University of Bonn. Data were obtained 
from normal subjects and epilepsy subjects with 
ictal and interictal conditions. In a previous 
research that used the SVM method for 
classification, it produced a high level of accuracy 
of 97.7% by choosing the evaluation of the 5-fold 
cross-validation model [15]. 

 
2. RELATED WORKS 
 Epilepsy is a common chronic neurological 
disorder. Epileptic seizures are the result of 
temporary and unexpected electrical disorders of 
the brain. Research on the detection of epilepsy 
disorders has been widely conducted. It is even 
combined with several methods for classification 
in data mining and machine learning. 
 Electroencephalogram (EEG) signals are 
biological signals that result from the electrical 
activity of the brain 
 Shoeb AH (2010), in the results of his 
research by building a feature vector that unites in 
one feature space, the time evolution of the 
spectral and spatial properties of the brain's 
electrical activity as input data. Training was 
performed for 2 or more seizures per patient and 

tested at 916 hours of continuous EEG from 24 
patients. The Support Vector Machine algorithm 
with Radial basis function can detect 173 test 
seizures with a median detection delay of 3 
seconds and a median false detection rate of 2 
false detections every 24 hours period. This 
method yields an accuracy of 96% [18].  
 Guler I (2007), feature extraction is 
performed on input data by calculating the 
wavelet coefficient and the Lyapunov exponent. 
Next, using data consisting of five data sets: each 
set had 5 subjects and a duration of 2360 seconds, 
only one set showed seizure activity and 
classification was performed to differentiate EEG 
signals. The classification accuracy of the Support 
Vector Machine (SVM), probabilistic neural 
network (PNN), and Multilayer perceptron neural 
network (MLPNN) methods is 99.28, 98.05, and 
93.63%, respectively [19].  
  
3. MATERIAL AND METHODS  
 The research flow is depicted in the block 
diagram in Figure 1 below. 

 
Figure 1: The Research Block Diagram 

 
 In Figure 1, the system input signal is an 
EEG signal consisting of three classes, namely 
normal, interictal, and seizure or ictal. In the EEG 
signal, a normalization process is carried out to 
equalize the signal range and remove noise. The 
normalization process done to homogenize the 
amplitude range and eliminate direct current noise 
in the recorded EEG signal, so that the EEG 
signal has an average of zero and a signal range of 
-1 to +1. Furthermore, a multiscale process is 
carried out to break the signal into several signals 
at different scales. The multi-scale methods are 



Journal of Theoretical and Applied Information Technology 
28th February 2021. Vol.99. No 4 

© 2021 Little Lion Scientific 
 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
911 

 

coarse-grained procedure and MSLD. Both 
methods are performed at a scale or distance (D) 
= 1 – 20 [11] [14] . Furthermore, the amount of 
these scales will be reduced to 15 and 10 to see 
how the number scales on the accuracy. In each 
signal result, the fractal dimension calculation is 
performed which will be used as a characteristic 
of the EEG signal. The fractal dimensions used in 
are seven fractal dimensions. The number of 
fractal dimensions used as a feature to adjust the 
scale number in a multi-scale process. The 
characteristics that are formed become input for 
the classification process to determine the class of 
input data. The classification used is Support 
Vector Machine (SVM) with various kernels. 
SVM requires training data and test data used n-
fold cross validation for sharing training data and 
test data then used to determine accuracy.  
 This research results can contribute to 
improving the classification accuracy of EEG 
signals in other methods by using a multi-scale 
process and fractal dimensions. In addition, this 
research results can be used as a reference in 
further research for the analysis of biological 
signals, especially EEG signals using fractal 
dimensions varied with other classification 
methods. 
 
3.1. EEG Data 

In this research, EEG data used available 
database at the University of Bonn [20]. Data was 
recorded using a 173.61 Hz sampling frequency 
and filtered using 40 Hz LPF. Each data has a 
length of 4098 samples. In this research, three 
classes of EEG data were used, namely EEG 
signals with epilepsy in conditions of seizures 
(ictal), EEG in patients with epilepsy when no 
seizures occurred (pre-ictal), and normal EEG 
signals in closed eye conditions. Each data class 
consists of 300 data. Sample data for each class 
can be seen in Figure . 

 
(a) 

 
(b) 

 
(c) 

Figure 2: (A) Ictal Condition EEG Signal (B) Pre-Ictal 
EEG Signal (C) Normal EEG Signal 

 
3.2. Multidistance Signal Level Difference 
 Multidistance signal level difference (MSLD) 
is a gray-level difference (GLD) modification 
proposed [21]. GLD is calculated from the 
absolute value of the difference of two adjacent 
pixels in the horizontal, vertical, and diagonal 
directions. In the horizontal direction, GLD can 
be calculated as in Equation 1. 
     , , , pixel distancey i j x i j x i j D D      (1) 

MSLD is calculated from the difference beween 
the two samples at a distance of 1D K  , shown 
in the Equation 1.  Equation 1 is modified into 

Equation 2 [14], Signal  dy i  is the output signal 

calculated at distance D. From this process, K 
new signals will be obtained. 

     dy i x i x i D     (2) 

1,2,...,

1,2,...,

i N d

d K

 


 

1 jjj xxy

2 jjj xxy

3 jjj xxy  
Figure 3: MSLD Illustration 

  
 Figure  shows MSLD illustration. MLSD has 
been used to analyze other biological signals such 
as lung sounds [14] and EEG signals [15] with 
promising results. In this research, MSLD was 
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combined with the fractal dimension for 
classification of EEG signals in epilepsy patients. 
 
3.3. Fractal Dimension 
 One of the parameters for defining signal 
complexity using chaotic approaches is the fractal 
dimension. The fractal dimension is defined as a 
measure of the emergence of self-similarity, 
which is a signal pattern that repeats on a 
different scale [22]. The more signal patterns that 
are similar to themselves on different scales, the 
greater the fractal dimension value. The fractal 
dimension (FD) value is not an integer as in the 
Euclidean dimension which is 1 for lines, 2 for 
fields or 3 for spaces. For 1-dimensional signals, 
fractal dimensions are worth 1 ≤ FD <2 where the 
more complex a signal the value will be close to 2 
[23]. Following are some measurements of FD 
used in this research. 
 
3.3.1. Box Counting Method 

One of the earliest fractal dimension 
calculation techniques is the Box Counting (BC) 
method. The Box counting (BC) method is 
motivated by the nature of the curve in filling a 
box-shaped space [24]. In this approach, the curve 
is closed by a collection of boxes, then the 
number of squares with a certain size is calculated 
to see how much is needed to cover the entire 
curve. At the box size close to zero, the whole 
curve will be closed by a box. Mathematically it 
can be written as in Equation 3.  

 
 0

log
lim

log 1/B r

N r
D

r
  (3) 

 N(r) is the number of boxes with the size r 
needed to cover the entire curve. Practically, the 
BC method estimates fractal dimensions by 
calculating the number of boxes needed to cover 
curves with various box sizes. The DB value is 
calculated by looking at a straight line on the log-
log plot of N (r) with r. Mathematically it can be 
stated as in Equation 4.  

  1
log logBN r D C

r
   
 

 (4) 

The value of C is a constant, while DB is the 
gradient value of the graph log-log N(r) of r. This 
method is often called the grid method and 
requires a long computing time. 

 
3.3.2. Katz Method 

The Katz fractal dimension (KFD) on a curve 
in a row along N is defined as [25]: 

 

 
10

10 10

log

log log

s

s

n
KFD

d
n

Lc


   
 

 (5) 

 KFD states fractal dimensions using the Katz 
method,  is the total length of the curve.  is 
searched by Equation 6.  

 
1

1

, 1
N

i

Lc dist i i




   (6) 

 , 1dist i i   states the distance between two 

consecutive points. The  value in Equation 7 
shows the farthest distance or diameter on the 
curve. This value can be searched by calculating 
the starting point of the curve with the point 
farthest from the starting point of the curve. 

 max 1, 2,...,d dist i i N     (7) 

 
3.3.3. Sevcik Method 

Calculation of fractal dimensions using the 
Sevcik method (SFD) on N-curves can be written 
as in Equation (8) [23]. 

 
 

ln
1

ln 2. 1

Lc
SFD

N
 

  
 (8) 

 in Equation 8 is the total length that has been 
stated in Equation 6. Another variation of the 
Sevcik method is the normalization process on the 
x-axis and y-axis before calculating  and . 
The process of normalization on the x-axis as in 
Equation 9. 

 

*

max

, 1,...,i
i

x
x i N

x
    (9) 

The value ix  is the value on the initial x-axis, 

while maxx is the maximum value of ix . 

Normalization on the y-axis is expressed as in 
Equation 10.  

* min

max min

, 1,...,i
i

y y
y i N

y y


 


 (10) 

iy is the initial  value, while miny  is the 

minimum y value while maxy is the maximum 

value of . 
 
3.3.4. Variance Method 

Variance fractal dimension (VFD) of the 
signal  s t is calculated using Hurst Exponent 

(H) as in Equation 11.  

  
 

1
2

0

log var
lim

log
t

t

s
H

t


 

    
 
 

 (11) 
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H shows the smoothness of the signal. In 
Equation 11,   t

s


 states    2 1s t s t  and 

2 1t t t   . Using Equation 11 VFD can be 

calculated as in Equation 12.  
1VFD E H    (12) 

The value of E is the Euclidean dimension, where 
for the one-dimensional signal the value of E is 1. 
Thus Equation 12 can be rewritten as Equation 
13. 

2VFD H   (13) 
Calculation of VFD can be varied with a value of 
∆t that varies according to needs. In signal 
separation with noise, ∆t is worth 1 (1 sample of 
data) while to separate several components of 
data the value of ∆t can be greater. 
 
3.3.5. Higuchi Method 

The Higuchi method (HFD) is one of the 
fractal dimension measurement algorithms that is 
often used in biomedical signals [26]. The 
advantages of the Higuchi method are high 
accuracy and efficiency in measuring fractal 
dimensions. If a signal with the number of 
samples N, several lines along the k can be 
formed, with different resolutions as in Equation 
14. 

   : , 2 ,...,m
k

N m
X x m x m k x m k

k

        
(14)  

The value of m represents the initial time 
indication (m = 1, 2, ..., k). then, the length of the 
curve  ,m

k mX l k  is defined in Equation 15. 

 
      

 

1 1

N m
k

i k
m

x m ik x m i k N
l k

N m k k

  



    





(15) 

Notation a    means floor  a , where 

 N m k k    is a normalization factor. From 

Equation 15 the length of the curve for each 
interval  can be calculated as in Equation 16. 

   
1

k

m
m

L k l k


                       (16) 

Fractal dimensions are obtained from the slope 

between plots   ln L k to   ln 1 k . The value is 

obtained from the relation   DL k k  where 

Higuchi fractal (HFD) = D.  
 
3.3.6. Petrosian A and B Method 

The Petrosian algorithm calculates the fractal 
dimension of a signal by changing the signal 
sequence into a binary sequence. Some variations 

of this algorithm convert signals into binary 
sequences in several ways [27] [28]: 
a) Petrosian method A = value 1 if x (i)> mean 

(x), value 0 if x (i) <mean (x) 
b) Petrosian Method B = value 1 if x (i)> (mean 

(x) + std (x)) or x (i) <mean (x) - std (x) 
c) Value of 0 if (mean (x) + std (x)> x (i)> 

mean (x) -std (x)) 
 
The petrosian fractal dimension (PFD) is 
calculated using Equation 17. 

 

 

10

10 10

log

log log
0.4

n
PFD

n
n

n N


 

   

  (17) 

n is the signal length while  is a sign change in 
the binary row. 
 
3.3.7. Petrosian C and D Method 

The Petrosian algorithm calculates the fractal 
dimension of a signal by changing the signal 
sequence into a binary sequence. Some variations 
of this algorithm convert signals into binary 
sequences in several ways. In the Petrosian C 
algorithm, sequential signals are calculated as the 
difference      1s t s t s t    . If   0s t   

then the value of  s t  will be set to 1 while 

  0s t   then the value of  s t  is set -1. Thus, 

a binary line of '1' and '-1' will be formed. 
In the Petrosian D algorithm, also calculates 

     1s t s t s t    . If the value of 

   standard deviation of s t s t  , the binary 

series will be ‘1’ and if 

   <standard deviation of s t s t  then the row 

will be ‘-1 '. The petrosian fractal dimension 
(PFD) is calculated using Equation 18. 

 

 

10

10 10

log

log log
0.4

n
PFD

n
n

n N


 

   

 (18) 

Where  is the signal length, while  is a sign 
change in the binary rows. 
 
3.4. Support Vector Machine (SVM) 

SVM was developed by Boser, Guyon & 
Vapnik which was first presented in 1992 at the 
Annual Workshop on Computational Learning 
Theory. SVM is one of the alternative learning 
machines used in solving classification problems 
using the maximum margin concept [29]. This is 
what distinguishes the SVM method from other 
methods of solving classification problems. 
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SVM is one of the supervised learning 
methods because the training data set is in the 
form of input vectors given the target as output. 
The purpose of this learning is to build a model 
that can produce the correct output if given new 
input. The general model used is linear. The linear 
model is used to separate learning data into two 
different classes, namely positive and negative 
classes. This linear model is a decision boundary 
called a hyperplane. 

Suppose  is the set of 
data pairs as much as n, with and 

is the target. For a real-valued 
function  then the equation 

 is called a hyperplane that 
separates data into two classes, is a 
vector that presents the parameters of weight, and 

 is biased. The hyperplane used to classify 
data is not unique, even in the two-dimensional 
case. 

 
Figure 4: Hyperplane that separates training data 

  
 In Figure 4, several hyperplanes are used as 
training data separators, meaning that there are 
several choices of parameters w and b, so 
parameter selection must give the best results. 
This certainly makes it difficult to choose the best 
and unique hyperplane. By using SVM, the 
hyperplane that is used as a decision boundary is 
a hyperplane that groups data with maximum 
margins. Thus, to get the optimal hyperplane 

 that is a hyperplane that 
can classify data correctly, then the values w and 
b must be searched through the margin 
optimization process. Figure  shows an 
illustration of a hyperplane that maximizes 
margins 
 

 
Figure 5: Hyperplane with Maximum Margin 

  
 In the application, not all data can be 
separated linearly by the hyperplane even though 
it has used soft margins. The soft margin allows 
some data to be on the wrong side of the decision 
boundary or to provide softness for some data that 
is misclassified. To realize this soft margin, the 
slack variable is introduced. However, not all data 
can be separated linearly by the hyperplane even 
though it has used soft margin by adding a slack 
variable. To overcome this, the Kernel method is 
used by mapping data to higher dimensions so 
that the data can be separated linearly or it is also 
linearly separable [30]. 
 Several kernel functions are often used in 
SVM literature, among others [17]:  

1) Linear Kernel, is the simplest kernel 
function which is the dot product of two 
vectors. Linear Kernel functions are 
defined in Equation 19.  

  (19) 
2) Polynomial Kernel, with a degree p, 

where p is the natural number that can be 
defined in the Equation 20.  

  (20) 
3) Radial Base Gaussian Kernel, also called 

Gaussian Kernel function. 
4) Tangent Hyperbolic Kernel, is a kernel 

that is often used for neuron networks. 
 

In classification, the use of the kernel method 
is used to obtain optimal functions as a decision 
boundary in the form of soft margins. Explicitly, 
the advantage of using the kernel is that it does 
not require treatment in high-dimensional space. 
This technique is referred to as the kernel trick. 
Selection of kernel functions will also affect the 
results of accuracy in classification. 

 
3.5. K-Fold Cross Validation 

In the SVM classification, after obtaining the 
best SVM classifier function model, the model 
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evaluation will be carried out. K - Fold Cross 
Validation is used to calculate the accuracy of the 
classification function model for new data. To 
present the results of K-Cross Validation, a 
confusion matrix is used. Confusion matrix 
contains the number of elements that have been 
correctly or incorrectly classified for each class 
[31]. A confusion matrix is usually used to 
calculate accuracy in the concept of data mining 
and is used to present the results of K-Fold Cross 
Validation with the contents of the number of true 
positives (TP), true negative (TN), false positive 
(FP), and false-negative ( FN) as in Equation 21 
[31]. 

100%
TP TN

Accuracy
TP FN TN FP


 

  
 (21) 

 
4. RESULTS AND DISCUSSION 
 In this research, EEG signal data were used 
from the Bonn University dataset which had 3 
classes namely normal (set O), epileptic no 
seizure (set N), and seizure conditions (set S). 
This fractal analysis of EEG signals is expected to 
be able to distinguish EEG signals in seizure, no 
seizure, and normal conditions. The multiscale 
method used is a multi-distance signal level 
difference (MSLD). Signal analysis using MSLD 
is combined with the fractal dimension. Defining 

signal complexity with chaotic approaches is to 
use fractal dimensions. The fractal dimensions 
used in this research are Box counting (BC), 
Higuchi (HFD), Katz, Petrosian C (PetC), 
Petrosian D (Pet D), Sevcik (SVD) and Variance 
(VFD) methods. After the fractal dimension is 
done, then classification use SVM. 
 
4.1. Analysis of Multi-distance Signal Level 

Difference (MSLD) 
 The results of the MSLD process for EEG 
signals with distance d = 1 - 5 in the 3 classes 
used can be shown in Figure 6. MSLD calculated 
the difference in absolute values of 2 samples of 
data at a distance d. So, the results of the signal 
are always in the form of positive values. 
 In Figure 6, it can be seen that the signal 
generated is always positive because of the 
absolute sign in Equation (2). In Figure 6 (c), it 
can be seen that the Seizure signal has a high 
enough signal amplitude because of the seizure in 
that condition. In Figure 6 (b), the interictal EEG 
signal condition is different from the normal EEG 
signal. Although they both have a lower 
amplitude than the seizure, in general the ranges 
of the two are different. The MSLD process is 
expected to strengthen differences between 
classes and strengthen inter-class similarities.

 
(a) 
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(b) 

 

 
(c) 

Figure 6: MSLD EEG Signals (a) Normal, (b) No Seizure, (c) Seizure

 
4.2. Analysis of Fractal Dimension 

Furthermore, the results of the fractal 
analysis on EEG signals using MSLD are 
combined with the fractal dimension. The fractal 
dimension will define signal complexity with 
chaotic approaches. The fractal dimensions used 
in this research are Box counting (BC) method, 
Higuchi method (HFD), Katz method, Petrosian 
C (PetC), Petrosian D (Pet D), Sevcik method 
(SVD), and variance method (VFD). The results 
of the fractal dimension are shown in Figure 7. 

Based on the visual results of the fractal 
dimension, the EEG seizure signal produces the 
highest fractal value and the epileptic no seizure 
EEG signal is the lowest. Each fractal dimension 
method used produces significantly different 
results so that the classification process can be 
determined properly. 

Analysis of the fractal dimensions of MSLD 
is carried out at the distance d = 1-20, then there 
will be 20 fractal dimensions produced as a 
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feature of each fractal dimension. The results of 
each fractal dimension at a distance of d = 1 - 20 
are shown in Figure 7. In Figure 7 (a), (f) and (g) 
produce different features for the Seizure (S) and 
are separate from the other two classes. 
Meanwhile, in Figures 7 (b), (c), (d) and (e) 
produce features that are slightly coincided or 
crossed so that there is the possibility of 
misclassification. 

Visually, SVD and VFD produce the best 
characteristics because the three classes are 
strictly separate. The average values of the fractal 
dimensions are shown so they appear separate. 
However, there are still possible errors in 
classification. Thus, the classification is carried 
out using SVM with various kernels. 

 

(a) Box Counting 

 

(b) Higuchi Method 

 

(c) Katz Method 

 

(d) Petrosian C 

 

(e) Petrosian D 

 

(f) Sevcik Method 

 
(g) Variance Method 

Figure 7: Fractal Dimensions on EEG Signals 
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4.3. Classification Analysis using Support 
Vector Machine 

The next process is the performance test of the 
MSLD fractal dimension using SVM with Linear, 
Quadratic, and Gaussian kernels. The results of 
the classification accuracy using SVM are shown 

in  The highest accuracy was achieved by MSLD 
with the fractal dimension of the Variance 
method using quadratic SVM at 90%. It appears 
that reducing the number of distances used in 
MSLD can improve accuracy.  

 

Table 1. The highest accuracy was achieved by 
MSLD with the fractal dimension of the Variance 

method using quadratic SVM at 90%. It appears 
that reducing the number of distances used in 
MSLD can improve accuracy.  

 

Table 1: Accuracy (%) Using SVM and 5-fold CV 

 

Linear SVM Quadratic SVM 
Medium Gaussian 

SVM 

Scale 
1-20 

Scale 
1-15 

Scal
e 

1-10 

Scale 
1-20 

Scale 
1-15 

Scale 
1-10 

Scale 
1-20 

Scale 
1-15 

Scale 
1-10 

Box Counting 70.7 72.3 68.7 66.7 70.3 72.7 70.7 72.3 73 

Higuchi 
Method 

92.3 93.3 92.7 93.7 95 95.7 91.7 92.3 91.3 

Katz Method 87.3 86.7 81.3 84.3 84.3 81.7 88.3 85.7 79 

Petrosian C 95.7 96 95.3 95 96.7 97 96.7 95.3 94.7 

Petrosian D 94 94 92.7 94.7 94.7 96 94.3 94.3 93 

Sevcik Method 98.3 98 97.7 98 98 98.3 98 98 96.7 
Variance 
Method 

98 98.7 98.7 98.7 98.7 99 98.3 98.3 94.7 

 
 

MSLD shows general occurrences of two 
samples over a certain distance range. This result 
shows some differences in features between 
classes. The advantage of MSLD is that the signal 
variance value does not change, different from 
the coarse-grained procedure which reduces the 
signal variance value as discussed in previous 
studies [14]. The loss of MSLD is the distance 
range to be calculated is determined by trial and 
error. However, empirically, MSLD is good for 
distance ranges d = 1-15.  

The results of this research have high 
accuracy compared to previous research using 
MSLD with SampEn. The results of previous 
research using MSLD with SampEn had a high 
accuracy of 97.7% [15]. This shows that MSLD 
by applying various fractal dimensions can 
provide higher accuracy results in the 
classification of EEG signals. The MSLD fractal 
method which has the highest accuracy is the 
variance method compared to other dimensional 
fractal methods. Fractal dimension using 
variation method with classification using SVM 
Quadratic has higher accuracy than other fractal 

dimension methods, namely on a scale of 1-20 
and 1-15 of 98.7% and 1-10 of 99%. This 
happens, because the calculation of fractal 
dimensions using the variance method produces 
the exact characteristics of the EEG signal as 
input for the classification process. The MSLD 
method can be further developed in combination 
with various other feature extraction methods 
such as entropy calculations, statistics, or signal 
complexity methods. 

 
5. CONCLUSIONS 

In this research, the classification of 
epileptic EEG signals was done by using fractal 
dimension MSLD. There are three classifications 
of EEG signals namely normal, no seizure, and 
seizure. Several fractal dimension methods used 
produce differences, but in general, the EEG 
seizure signal produces the highest fractal value 
and the epileptic no seizure EEG signal is the 
lowest. Furthermore, the classification process 
carried out using Quadratic SVM and 5-fold CV 
resulted in an accuracy of 98.7% with a scale of 1-
20 and scale 1-15, and an accuracy of 99% on a 
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scale of 1-10. So, it can be concluded that using 
MSLD fractal dimensions with Quadratic SVM 
produces the highest accuracy of 99% on a scale 
of 1-10. For further research, it is recommended 
that MSLD be used to classify other biopotential 
signals that have high complexity  
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