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ABSTRACT 
 

Alzheimer’s disease (AD) is one of the diseases which brings great influences on the lives of the people. AD 
classification can serve as a supportive tool to help the doctor to analyze the brain images. One of the 
important steps in AD classification is feature extraction. Among the feature extraction techniques, Principal 
Component Analysis (PCA) is a widely used machine learning approach. Nevertheless, it is hard to decide 
the number of dimensions to be extracted after the transformation. The accuracy of the classification can be 
greatly affected by the number of dimensions to be chosen. Therefore, this paper has developed a feature 
extraction method based on principal component and random subspace discriminant analysis (PCRSDA) to 
extract and select the features. The selection of the number of dimensions was determined by 10-fold cross 
validation where the features were selected randomly without replacement. The dataset in this paper was 
collected from Alzheimer's Disease Neuroimaging Initiative (ADNI) database across four time points. The 
classification results were 81%, 84%, 87% and 87% at time point of 24 months before stable diagnosis, 18 
months before stable diagnosis, 12 months before stable diagnosis and at the stable diagnosis time point, 
respectively.  

Keywords: Alzheimer’s Disease, Principal Component Analysis, Feature Extraction, Classification, 
Machine Learning  

 
1. INTRODUCTION  

Computer-aided diagnosis (CAD) is one of the 
contributions of computer vision. It helps the doctor 
to predict the disease and observe the progression of 
the disease through medical imaging. Magnetic 
resonance imaging (MRI) is one of the commonly 
used medical imaging due to its non-invasive 
procedure. In Alzheimer’s Disease (AD) diagnosis, 
structural MRI is treated as a supportive feature [1]. 
Doctors can infer the possibility of the development 
of the disease through observing the atrophy of the 
brain from the magnetic resonance images. The 
atrophy of medial temporal lobe (MTL) is the main 
biomarker in AD diagnosis. However, the 
distribution of affected areas is extended to outside 
of MTL. Therefore, it attracts many researchers to 
identify the significant features for AD diagnosis. 
The process of identifying the significant features in 
CAD is called feature extraction or feature selection. 
This is a crucial step in machine learning approach 
before classification.  

 
Feature extraction and feature selection serve 

with the same purposes, which are to identify the 
significant features while reducing the number of 
dimensions for classification. The difference of both 
processes is feature extraction involves data 
transformation while feature selection identifies the 
useful features from raw data [2], [3]. Despite this, 
the techniques can be used separately, or it can be 
conducted at the same time. In AD classification, 
many techniques were adopted such as Principal 
Component Analysis (PCA) [4], Partial Least 
Squares (PLS) [5], ReliefF Algorithm [6], and the 
combination of T-test feature ranking and fisher 
criterion [7].  

 
Among the techniques, PCA is the most used 

technique because of its simplicity and outstanding 
performance. PCA is an unsupervised approach 
which transforms the data by maximizing the 
variance of the data. It decomposes the data to 
uncorrelated data, which is called principal 
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components. The first principal component has the 
highest variance, and it presents most of the data. 
The easiest way to determine the number of principal 
components to be extracted is to set a threshold for 
the percentage of total variance explained by each 
principal component. Besides, we also can use the 
scree plot to find the cumulative sum of the variance. 
The cumulative sum of the variance drops 
dramatically will be the number of dimensions to be 
extracted. There are problems with the selection 
methods. The first method requires a manually set 
for the threshold. The second method is not feasible 
for AD classification due to the drastic change of 
cumulative sum of the variance only happened at 
first few principal components, but it is not sufficient 
for achieving higher accuracy in the AD 
classification. Therefore, the selection of the number 
of dimensions or principal components remain an 
issue for AD classification.  

 
Apart from the methods have been mentioned 

above, intrinsic dimension estimation methods can 
be the problems solver. Intrinsic dimension refers to 
the number of dimensions needed to interpret the 
data before data transformation. We applied this 
term in the following sections to represent the 
number of dimensions needed to be extracted after 
PCA. The well-known intrinsic dimension 
estimation methods are Maximum Likelihood 
Estimator (MLE), Eigenvalue-based Estimation 
(EigValue) and Correlation Dimension Estimator 
(CorrDim) [8]–[10]. The more recent method is 
Dimensionality from Angle and Norm 
Concentration (DANCo) [11], [12]. We have 
examined the ability of these methods by conducting 
a comparison with the proposed method in this paper. 

 
The main contribution of this paper is to develop 

a feature extraction approach for AD classification 
by solving the feature selection issue of PCA. The 
proposed methods take advantages on the strength of 
Random Subspace Method (RSM) and Linear 
Discriminant Analysis (LDA) to select the number 
of principal components. RSM [13], [14]reduces the 
bias of each learner through random sampling the 
features [14]. LDA works well in deciding the set of 
variables which is effective in predicting the class 
membership [15]. By combining both methods with 
PCA, the proposed method becomes less sensitivity 
to the number of observations in selecting the 
significant features. Therefore, the model can 
generalize to test set better. This can be proved 
through the results and discussion sections. The 
sections of this paper are organized as follows: 
Section 2 presents the related work, Section 3 

describes the dataset and methodology, Section 4 
discusses the results and Section 5 gives the 
conclusion of this paper. 

 
2. RELATED WORKS 

There are many researchers have been 
conducted in AD classification. PCA was the widely 
used methods in feature extraction for longitudinal 
study and cross-sectional study [16]–[19]. In [17], 
[19], PCA was applied to find the significant cortical 
features for AD classification. The authors 
conducted a two-sample T-test to examine the 
discriminative power of individual vertex. In [18], 
the authors used PCA to extract the volumetric 
features for longitudinal study. It took the total 
variance explained of the principal components to 
decide the intrinsic dimension. The best 
classification result was obtained by using all 
principal components with radial basis function 
SVM. 

 
In [16],  PCA was applied to find the significant 

shape features for AD classification. The authors 
used a bagging approach to select the features. The 
paper also mentioned the wrapper methods which is 
similar to the proposed method. The bagging 
approach resamples the data and feeds it to multiple 
classifiers. The result is decided through majority 
voting. The wrapper approach conducts the feature 
selection with the classifier used in the classification 
process. On the other hand, the proposed method is 
the combination of wrapper and bagging approach. 
The proposed method randomly selects the features 
instead of resampling the data. The classifier used in 
feature selection process is different with the 
classifier used in the classification process. 
However, it is not possible to compare both 
techniques because the features used in both studies 
were different. In [16], the features was shape of the 
hippocampus while the features in this study was 
volumetry of the whole brain gray matter. 

 
On the other hand, the intrinsic dimension 

estimation such as MLE finds the intrinsic 
dimension through maximizing the likelihood to the 
distances between close neighbours [8]. The 
distances between close neighbours are computed 
through k nearest neighbour (KNN). In general, the 
researchers suggested k equal to the square root of 
the training set size [20]. Therefore, we adopted this 
concept when we evaluated the intrinsic dimension 
estimation methods. EigValue method determines 
the intrinsic dimension by comparing the 
eigenvalues with the threshold [10]. The value of the 
threshold should not be too high because the purpose 
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for dimensionality reduction is extracting significant 
features while minimizing the loss of information. 
CorrDim finds the distance of the nearest 
neighbourhood through KNN [9]. By using the 
median value and maximum value of KNN, 
CorrDim estimates the intrinsic dimension by 
calculating the slope of the curve. DANCo is 
specified design for the high dimensionality data 
through considering the concentration of distance 
and the angle effects in high dimensionality data 
[11], [12]. DANCo also applies KNN to find the 
nearest neighbours. The concentration and angle 
effects are calculated through identifying the value 
of the set of neighbours. There are different pros and 
cons on each method, this paper investigated the 
strength of the methods and proposed a new method. 

 
3. METHODOLOGY 

3.1 Data Collection and Preparation 
The data were obtained from ADNI database. 

The ADNI was launched in 2003 as a public-private 
partnership, led by Principal Investigator Michael 
W. Weiner, MD. The primary goal of ADNI has 
been to test whether serial magnetic resonance 
imaging (MRI), positron emission tomography 
(PET), other biological markers, and clinical and 
neuropsychological assessment can be combined to 
measure the progression of mild cognitive 
impairment (MCI) and early Alzheimer’s disease 
(AD). For up-to-date information, see www.adni-
info.org. 

 
The data were collected across four time points, 

which were at the time point of 24 months before 
stable diagnosis, 18 months before stable diagnosis, 
12 months before stable diagnosis and during stable 
diagnosis time point. The data consisted of 50 
healthy control (CN), 50 stable mild cognitive 
impairment (SMCI), 50 progressive mild cognitive 
impairment (PMCI) and 50 AD. The subjects were 
grouped into two classes, which were AD with 
PMCI and CN with SMCI in this paper. 
Computational Anatomy Toolbox (CAT12) 
software were used to apply spatial normalization to 
transform the same anatomical regions of the brain 
in each image to the same voxels. The data were 
segmented to gray matter (GM) and white matter 
(WM). This paper used GM as the features for AD 
classification. Figure 1 illustrates the example of 
original sample and the sample after segmentation. 
The number of dimensions of the original sample 
was (256x256x166) while the number of dimensions 
of the pre-processed sample was (121x145x121). 
After the preprocessing, the data were partitioned 

equally to two subsets for training and testing 
purpose. 

3.2 Principal Component and Random 
Subspace Analysis 
The proposed method consists of several steps 

as illustrated in Figure 2. Section 3.2.1 involves 
computing the uncorrelated data with maximum 
dimension numbers through PCA. Section 3.2.2 
describes the process to find optimal number of 
dimensions by calculating the error rate, and Section 
3.2.3 extracts the principal components. 

 
 

 
 

 

 

 

 
Original: (256 x 256 x 166) 

 

 

 

 

 

 
Pre-processed: (121 x 145 x 121) 

Figure 1: The Difference between the Original Sample 
and Pre-processed Sample 

 

 

Figure 2: The Procedures of Feature Extraction 
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3.2.1 Principal component analysis 
The conventional PCA consists of four basic 

steps to achieve feature extraction. First step is called 
relationship identification, which identifies the 
correlation between the data. Second step is called 
linear transformation or eigen-decomposition. It 
transforms a set of correlated features into a set of 
linearly uncorrelated variables. Third step is 
principal component transformation, which involves 
transforming the data into principal components. 
The final step is feature extraction through 
quantifying the significant values of the principal 
components. In the final step, the percentage of the 
total variance explained by each principal 
component is computed. Then, a threshold is set to 
determine the number of principal components to be 
extracted based on the percentage of total variance. 
Figure 3 demonstrates the brain image with different 
percentage of total variance. It is hardly to decide the 
optimal value as the threshold. Hence, this study 
replaced this step with the process in Section 3.2.2 
and the feature extraction was completed in Section 
3.2.3. The details of the first three steps used in this 
study are given as follows: 
 

 
 

  

 
 

 
 

 
 

Figure 3: The Image with Different Percentage of Total 
Variance 

i. PCA starts with mean centring of training data to 
reduce multicollinearity. It is essential because 
multicollinearity makes the interpretation of the 
coefficients becomes complicated and eventually 
undermines the significance value of the 
variables. The mean centred data X has n-by-p 
size, which n is the number of samples and p is 
the number of variables of each sample. It 
follows by calculating the covariance matrix of 
X. The covariance matrix A is computed through 
matrix multiplication of X with X’, where X’ is 
the transpose of X. 

ii. Find the eigenvectors and eigenvalues of the n-
by-n covariance matrix, A. The eigenvectors and 
eigenvalues can be calculated through the 
expansion of the following formula: 

 (1) 

 where v are the eigenvectors of A and λ are the 
eigenvalues or variance of A. The maximum 
dimension of the eigenvectors is (n-1) to gain 
non-zero eigenvalues. Therefore, the number of 
principal components, which also considered as 
the dimension number obtained from PCA is 99 
because the training data has 100 samples. 

iii. The principal components of matrix X is obtained 
by multiplying it with A. The principal 
component that explains most of the data will be 
the first principal component as the eigenvectors 
are arranged in descending order according to the 
eigenvalues. At the same time, the test data 
transformation starts with mean centring by using 
the mean of training data. Then, the mean centred 
test data is transformed through multiplying it 
with A. 

 
3.2.2 Choosing the number of dimensions 

The transformed training data from PCA is the 
input for the process of choosing the number of 
dimensions. The model trains LDA using RSM 
ensemble with various dimension numbers of 
transformed data. The model is trained with 10-fold 
cross validation. The d-dimensions of transformed 
training data is divided to 10 set randomly, where d 
= {1, 2, 3, …, 99}. 1 out of 10 set is treated as 
validation set and the rest are used to train the model. 
Finally, the intrinsic dimension is computed through 
calculating the classification loss of each number of 
dimensions. The classification loss is the weighted 
fraction of misclassified sample. The target is to find 
out the number of dimensions achieve the lowest 
classification loss. 
 
Linear Discriminant Analysis 

LDA is a linear classifier which intends to find 
the axes that maximize the separation of known 
classes [21]. There are two criteria to create the new 
axes, which are maximizing the distance between the 
sample mean of each class and minimizing the 
variation within each class. In order to ease the 
explanation, some of the notation is clarified as 
follows. The dataset involves K-classes, and there 
are two classes in this study. Each class has 𝑛 𝑑-
dimensional samples, where 𝑛  is the number of 
samples in class k. The steps to train the linear 
discriminant model are described as below: 

 
i. Calculate the sample mean of each class, 

. 

𝐴𝑣 = 𝜆𝑣

𝜇𝑘 = {𝜇𝑘1, 𝜇𝑘2, … 𝜇𝑘𝑑 } 
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(2) 

ii. Compute within-class and between-class scatter 
matrices. The within-class scatter matrix is 
computed as 𝑆ௐ =  𝑆ଵ + 𝑆ଶ based on Equation 3. 
The between-class scatter matrix, 𝑆 is computed 
as Equation 4, where 𝜇  is the mean of all 
observations regardless the class. 

 
(3) 

 

(4) 

By multiplying the scatter matrices as , it 
fulfils the two criteria mentioned above to find 
the best axes to separate the two classes. 

iii. Find the eigenvectors and eigenvalues for the 
matrix . The eigenvectors and eigenvalues 
are calculated through the expansion of Equation 
1 by replacing 𝐴 to . The eigenvectors LDd, 
are arranged according to the eigenvalues of 
matrix  in descending order. This refers to 
the LD1 will be the best axis to separate both 
classes and the separability level goes down for 
the rest of the axes. 

iv. Project training set and validation set to the new 
axes according to the class by multiplying it with 
the eigenvectors. 
 
After the training of linear discriminant model, 

LDA employs Bayes’ Theorem to predict the class 
label for the validation set through minimizing the 
expected classification cost according to Equation 5. 
The notation  is the predicted class label, is 
the posterior probability of class k, given the sample 
x and C(y|k) is the classification cost of a sample as 
y when its true class is k. The cost is set to 0 if the 
sample is classified correctly and the cost is set to 1 
if the sample is classified incorrectly. The cost 
matrix is a square matrix of size K-by-K. Therefore, 
diagonal of the cost matrix is equal to 0 and the 
remaining entries are equal to 1. 

 

(5) 

 
The posterior probability is defined as the 

product of the multivariate normal density P(x|k) and 
the prior probability P(k), which is normalized with 
a constant P(x) as the sum over that product of both 
classes. P(k)is the probability of the training samples 
belong to class k. P(x|k) takes the main role in the 

prediction of class label, which calculate the squared 
Mahalanobis distance of the sample x from the mean 
of class k. The related equations are written from 
Equation 6 to Equation 11, where Covk is the 
covariance of class k, Covk is the determinant of Covk 

and is the inverse matrix. 

 
(6) 

 
(7) 

 
(8) 

 
(9) 

 

(10) 

 

(11) 

 
Random Subspace Method 

In this study, the ensemble learning RSM is 
used to reduce the correlations of the LDA classifiers. 
RSM trained LDA on randomly chosen subspaces, 
which means various numbers of dimensions are 
randomly selected without replacement in each 
iteration rather than all variables of the samples. This 
contributes to increase the generalization accuracy 
by preventing over-focusing on certain variable [22]. 
RSM is implemented with cross validation to find 
the intrinsic dimensions for PCA. The steps of the 
method are reported as following: 

 
i. Initialize the parameters. Let the numbers of 

dimensions, m = {1,2,3,…d}. The loop starts 
with m = 1. Let the number of LDA learning 
cycles, NLCycle = n. 

ii. Divide the training set obtained from PCA to ten 
sets. Nine out of ten sets are used for training the 
model and one set is used for validation. 

iii. Train each LDA with random set of mi 
dimensions without replacement. Repeat this 
step until NLCycle.  

iv. Predict on the validation set by computing the 
average score of the prediction from all learners. 
The sample is classified to the respective class 
based on the category obtains highest average 
score. 

v. Calculate the classification error, errm. 
vi. Repeat steps 2 and 5 until 10 times since this is a 

10-fold cross validation. 

𝜇𝑘 =
1

𝑛𝑘
 𝑥

𝑥𝜖𝑘

 

𝑆𝑘 = (𝑥 − 𝜇𝑘 )

𝑥∈𝑘

(𝑥 − 𝜇𝑘 )𝑇

𝑆𝐵 =   𝑛𝑘 (𝜇𝑘 − 𝜇)(𝜇𝑘 − 𝜇)𝑇

𝐾

𝑘=1

 

𝑆𝑊
−1𝑆𝐵 

𝑆𝑊
−1𝑆𝐵 

𝑆𝑊
−1𝑆𝐵 

𝑆𝑊
−1𝑆𝐵 

 𝑦ො 𝑃(𝑘|𝑥)

𝑦ො =  𝑎𝑟𝑔 𝑚𝑖𝑛
𝑦=1,…,𝐾

 𝑃(𝑘|𝑥)𝐶(𝑦|𝑘)

𝐾

𝑘=1

 

𝐶𝑜𝑣𝑘
−1 

𝑃(𝑘|𝑥) =
𝑃(𝑥|𝑘)𝑃(𝑘)

𝑃(𝑥)
 

𝑃(𝑥|𝑘) =  
1

((2𝜋)𝑛 |𝐶𝑜𝑣𝑘 |)
1

2ൗ
 𝑒𝑥𝑝(𝐵) 

𝐵 = −
1

2
(𝑥 − 𝜇𝑘 )𝐶𝑜𝑣𝑘

−1(𝑥 − 𝜇𝑘 )𝑇 

𝑃(𝑘) =
𝑛𝑘

𝑁
 

𝑃(𝑥) =  𝑃(𝑥|𝑘)𝑃(𝑘)

𝐾

𝑘=1

𝐶𝑜𝑣𝑘 =  
1

𝑛𝑘
 ൭(𝑥 − 𝜇𝑘 )(𝑥 − 𝜇𝑘 )𝑇

𝑥∈𝑘
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vii. Repeat step 6 until 𝑑 dimensions. 
 
The NLCycle is a fixed value to focus on the 

effect of the numbers of dimensions towards the 
prediction. The numbers of learners can be from 
dozens to thousands. The computation cost increases 
according to the increment of the numbers of 
learners. Therefore, it is reasonable to set the 
𝑁𝐿𝐶𝑦𝑐𝑙𝑒  according to the number of samples to 
balance the computation cost and the discriminative 
power of the classifier. 

 
3.2.3 Extracting the principal components 

After calculating the classification error from 
the training set, the number of dimensions that 
obtains lowest classification error is the intrinsic 
dimension for extracting the principal components. 
Both transformed training set and test set are 
extracted through eliminating the dimensions after 
the intrinsic dimension. It is important to exclude test 
set from the early stage of PCA and during the 
estimation of intrinsic dimension. This prevents the 
data leakage problem that causes the model becomes 
invalid. 

 
3.3 Classification 

Linear support vector machine (SVM) is 
adopted in the classification [23]. It is a supervised 
machine learning approach which builds a trained 
model that maximizes the hyperplane of two 
diagnostic groups to predict the new data. The low 
dimensional training set obtained from previous 
section is the input for the trained model while the 
low dimensional test set is used for the prediction. 
The measurement of the classification is accuracy. 
The accuracy tells us the ability of the model to 
differentiate two diagnostic groups correctly [24]. 
The calculation of accuracy is presented in Equation 
12. It is derived from confusion matrix through 
calculating true positive (TP), true negative (TN), 
false positive (FP) and false negative (FN) as shown 
in Table I. 

 
(12) 

Table 1: Confusion Matrix 

  Predicted Class 

  AD+PMCI CN+SMCI 

A
ct

u
al

 
C

la
ss

 AD+PMCI True Positive   False Negative 

CN+SMCI   False Positive True Negative 

 

4. RESULTS AND DISCUSSION 

This section is divided to two parts. Section 4.1 
compares the proposed method with intrinsic 
dimension estimation techniques. Section 4.2 
validates the methods through conducting a 
comparison with different classifiers used in feature 
extraction.  

 
4.1 The Comparison of Proposed Method with 

Intrinsic Dimension Estimation Methods 
In this paper, we included four intrinsic 

dimension estimation methods, which were MLE, 
EigValue, CorrDim and DANCo. The techniques 
were briefly explained in Section 2. However, it is 
worth to take note that EigValue performs as the 
aforementioned method to find the number of 
dimensions. It set a threshold on the percentage of 
total variance after applying PCA on the raw data.  

 
KNN was used in different intrinsic dimension 

estimation methods. According to the literature 
review, k was suggested set according to the square 
root of training size. Therefore, the k value for MLE 
was set between 6 to 14, while k value for DANCo 
and CorrDim was 10. CorrDim found the non-zero 
elements of the data after computing KNN. The 
median and maximum value of the output of KNN 
were used to estimate the intrinsic dimension. On the 
other hand, the threshold of EigValue was set to 
2.5% in this study, which required the eigenvalues 
interpreted more than 97.5% of the total variance of 
the data. 

 
Table 2 shows the intrinsic dimensions based on 

different methods. The estimated intrinsic 
dimensions were very different based on different 
approaches, but there are some trends that we can 
extract from the results. MLE considers more 
dimensions needed compared to other methods at all 
time points, which was at least 30 intrinsic 
dimensions. The second highest intrinsic dimension 
were computed by using EigValue. But the intrinsic 
dimensions were significantly lower compared to 
MLE.  

 
CorrDim obtained the lowest intrinsic 

dimension, and the results were same for all time 
points. The symbol “±” for DANCo referred to the 
approximate value, it was written as approximation 
because the intrinsic dimensions changed in 
different rounds of tests and the values obtained 
were close to the approximate value. The proposed 
method estimated the intrinsic dimensions were 70 
and above at most of the time points except for the 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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dataset collected at time point of 24 months before 
stable diagnosis. 
 

Table 3 presents the results of the comparison 
between proposed method with the intrinsic 
dimension estimation methods. From the results, we 
notice that the proposed method outperformed other 
methods, which achieved 81%, 84%,87% and 87% 
for the dataset collected at time point of 24 months 
before stable diagnosis, 18 months before stable 
diagnosis, 12 months before stable diagnosis and at 
the stable diagnosis time point, respectively. The 
results showed that we need more dimensions to 
represent the data.  

Table 2: The Intrinsic Dimensions based on Different 
Approaches 

Methods Intrinsic Dimensions 
24m 18m 12m Stable 

MLE 31 38 33 30 
EigValue 8 5 6 7 
CorrDim 2 2 2 2 
DANCo ±9 ±9 ±8 ±7 
Proposed method 16 74 70 74 

Table 3: A Comparison of Proposed Method and Existing 
Intrinsic Dimension Estimation Methods 

Methods 24m 18m 12m Stable 
MLE 79 81 83 87 
EigValue 79 81 84 84 
CorrDim 78 83 84 82 
DANCo 80 82 83 82 
Proposed method 81 84 87 87 

 
The proposed method was implemented after 

PCA while intrinsic dimension estimation methods 
were performed before PCA. This might be one of 
the reasons for the proposed method to perform 
better. By applying the proposed method after PCA, 
the proposed method evaluated the discriminative 
power of the transformed data in different number of 
dimensions. But the intrinsic estimation methods 
estimated the number of dimensions before knowing 
the discriminative power of the transformed data.  

 
Besides, the performance of MLE, CorrDim and 

DANCO were highly depend on the k value. K 
nearest neighbor (KNN) was adopted in these 
techniques. A smaller k value may focus on the noisy 
data, and it is high impact towards the result. On the 
other hand, larger k value may cause bias and 
increase computation time. As a result, the proposed 
method outperformed the current intrinsic estimation 
methods. 

 

4.2 The Comparison of Different Classifiers in 
Feature Extraction 
The proposed technique used the combination 

of RSM and LDA to estimate the intrinsic 
dimension. However, KNN can be another choice 
for the weak learner. Therefore, this section includes 
the combination of RSM and KNN in comparison. 
Besides this, LDA and KNN also are compared in 
this section without RSM to investigate the strength 
of RSM. The k values for KNN were decided based 
on the cross validation on the classifier. The 
classification results by using different classifiers are 
shown in Table 4. 

 
The average accuracy of KNN and LDA across 

the time points was same, which was 83%. The 
results in Table 4 convinces that RSM plays an 
important role in achieving a better result. 
RSM+KNN and RSM+LDA achieved higher results 
compared to use KNN or LDA alone, and 
RSM+LDA performed better compared to 
RSM+KNN. Besides, we examined the wrapper 
approach by using SVM to find the intrinsic 
dimension. Although SVM is a powerful machine 
learning approach, but the results showed that the 
proposed method outperformed it in feature 
extraction.  

Table 4: A Comparison of Proposed Classifier and Other 
Classifiers 

Methods 24m 18m 12m Stable 
KNN 80 83 82 87 
RSM+KNN 80 83 84 88 
LDA 80 82 85 85 
SVM 81 83 84 87 
Proposed method 81 84 87 87 

 
The reason for using LDA rather than KNN 

because LDA is a parameter free model. It will 
eliminate the concern on selecting parameter and 
reduce the computation time. Moreover, it is hardly 
saying which part of the brain provides more 
distinguishing power. Therefore, this study 
considers squeezing the most information together 
with PCA. After that, LDA became the classifier to 
decide the optimal number of features to distinguish 
the sick patient and healthy patient. Eventually, it 
forms the proposed technique, called PCRSDA. 

 
PCRSDA uses cross validation to optimize the 

algorithm through RSM. By using RSM, the samples 
and the variables are selected randomly in every 
iteration, it reduces overdependence on the certain 
samples and variables. It allows the algorithm to 
evaluate the impact of numbers of dimensions 
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towards the classification results. The evaluation of 
each number of dimensions is done in 1000 times 
because the algorithm involves 10-fold cross 
validation and 100 learning cycles. Though the 
computation time of RSM+LDA is longer than only 
using LDA, but it is durable, and it is worth for the 
sake of increasing the accuracy. 

 
5. CONCLUSION 

A feature extraction method which consists of 
the combination of PCA with the specified design 
intrinsic dimension estimation has been proposed to 
solve the problem of extracting the information that 
well explained the data for Alzheimer’s Diseases 
classification. PCA maximizes the variance of the 
data, which makes the most information to squeeze 
in first principal component. However, it is needed 
to include other principal components to give best 
explanation of the data towards Alzheimer’s 
Disease. As the result, this study proposed 
RSM+LDA as the intrinsic dimension estimation 
approach for PCA. The numbers of dimensions were 
set from 1 to the dimension of the data to compare 
the classification error by using various dimensions. 
RSM selects the variables randomly for each LDA, 
which decreases the generalization error of using the 
fixed number of dimensions. By randomly choosing 
the variables, RSM also eliminates the function of 
filter approach. Therefore, there is no need to 
compare with the combination of filter approach 
with the proposed method. The findings show that 
RSM+LDA performed better than the current 
intrinsic dimension estimation. It extends our 
knowledge on the advantages of RSM in improving 
the results. Apart from that, cross validation also 
contributes to enhance the strength of RSM.  

 
Despite the promising results, there are rooms to 

improve because the obtained accuracy still not the 
highest result of PCA. The strength of RSM is not 
fully discovered in this study. We suggest that RSM 
can be used as a tool to find the subset of principal 
components that gives better explanation of the 
progressive of AD. This is because the low variance 
principal components also can be the significant 
feature when it combined with other principal 
components. Besides, this study does not manage to 
benchmark with other papers out of two reasons. 
First, most of the paper did not provide the subject 
identification numbers of the dataset. Therefore, the 
researchers collected different samples even though 
the samples were from same database. Second, there 
are different features can be used in AD 
classification, and the classification result is highly 
dependent on the features. Therefore, this paper 

could not benchmark with the studies which used 
different features with this study. This study also 
only compared the proposed method with intrinsic 
estimation methods. Even though there are 
limitations on this study, but the validation results 
still proved that PCRSDA is a promising method for 
increasing the AD classification results. 
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