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ABSTRACT 

The effects of trust score measurement is web donor selection is evaluated in this study. The performance 
of the proposed method is conducted by running a prediction model on the imputed dataset. Thus, several 
experiments were carried out to quantify the impact of the prediction model via Root Mean Squared Error 
(RMSE) and F-Measure. The results demonstrate that the proposed method improves the performance of 
existing web donor selection. The results showed that the RMSE, prediction accuracy, and F-Measure are 
improved when the prediction model is trained with datasets imputed using the proposed method. This 
research contributed to improved data quality, especially to the information system (IS) and database field, 
where good data quality benefited the data analysis performance. 

Keywords: Cold Deck, Missing Value, Imputation Method, Web Donors, Data Quality. 

 

 

1. INTRODUCTION 

Missing values are a regular occurrence in 
datasets from any field of study. According to 
Liu et al. [1], a missing value is defined as the 
lack of data values in a dataset where the data 
records contain unwanted null values. Inability 
to manage missing values in a dataset can impact 
the performance of the analysis. For example, 
multiple researches [2; 3; 4] have demonstrated 
that the presence of missing values in a dataset 
might result in skewed findings in the prediction 
model, affecting its predictive accuracy. 
Similarly, classification techniques such as 
neural networks have the same issue. According 
to [5; 6], bias introduced by missing values in the 
training dataset might degrade the quality of the 
learnt pattern and thus reduce classification 

performance. Missing values are also connected 
with data quality and are quantified by the 
completeness dimension of the data. Data quality 
is defined as the state of having no faults and 
being 'fit for use' [7; 8; 9; 10; 11]. The presence 
of missing values in a dataset indicates that it is 
no longer defect-free, which may result in 
serious consequences for the entity that owns the 
data [12; 9]. For instance, the firm must devote 
more resources to rectifying missing values in 
the client address, as incorrect product delivery 
addresses might have a negative impact on the 
business. This case demonstrated the 
organization's operational cost increase as a 
result of poor data quality, specifically missing 
numbers. 

Additionally, poor data quality within the 
company has a detrimental effect on user 
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perception, experience, trust, and belief in the 
specific application's use, such as Enterprise 
Resource Planning (ERP) and Business 
Intelligent System (BIS) [13; 14]. ERP and BIS 
systems are critical to the organization's success 
since they streamline processes and aid in 
decision-making. The references [15] and [16] 
examined the hurdles that are generated between 
specialised application usage and user approval 
as an organization's data quality degrades. Data 
completeness is defined as the ratio of existing 
data values to the total amount of data values [1; 
17; 18]. When all necessary values for the data 
exist and there are no undesired null values [19; 
20; 21; 22]. Earlier research on data 
completeness provided a variety of strategies for 
resolving the problem of missing values. These 
techniques are classified into two broad 
categories: case deletion and imputation. 
Imputation techniques are classified into two 
broad categories: multiple imputation and single 
imputation. Single imputation methods are 
further categorised into three broad categories: 
model-based, machine-learning-based, and data-
driven. Cold deck imputation is a data-driven 
technique that achieves about the same 
imputation accuracy as multiple imputations at a 
reduced computing cost [23]. Cold deck 
imputation approaches, in contrast to multiple 
imputation methods, do not require several 
imputation processes, which can be 
computationally expensive. Additionally, cold 
deck imputation is less likely to result in model 
misspecification than model-based imputation. 
The only disadvantage of cold deck imputation is 
that the probability of identifying the best 
appropriate value to replace the missing value is 
low due to the small number of prospective 
donors. Increase the number of potential donors 
by collecting web donors from web data sources. 
[24] proposes cold deck imputation using 
prospective web donors from the web data 
source. 

The proposed imputation approach by [24] 
was compared to three existing imputation 
methods for missing values: mean imputation, 
deletion, and K-Nearest Neighbor imputation 
(KNN). The results demonstrated that leveraging 
web donors to substitute missing variables 
improved the prediction model's accuracy more 
than existing imputation methods. Missing 
values were imputed during the evaluation 
process using the proposed imputation method, 
and the resulting dataset was then utilized to 
develop a prediction model. To evaluate the 

performance of each imputation approach, the 
prediction accuracy, root mean squared error 
(RMSE), and F-Measure are compared. While 
the proposed method in [24] achieved the highest 
prediction model accuracy, the proposed method 
is limited to a single web data source for one-
time imputation. There is no guarantee that the 
data value provided by the web data source is 
correct, as data values from several web data 
sources sometimes contradict, even when they 
pertain to the same data item [25]. Thus, various 
web data sources should be permitted for cold 
deck imputation in order to obtain the most 
appropriate web donor. Additionally, when many 
web data sources are employed, an issue occurs. 
The strategy suggested by [24] does not include 
a way for measuring and determining the most 
suited web donor. 

Additionally, the process for selecting the 
best acceptable web donor should identify the 
level of trust associated with each accessible web 
donor using numerous web data sources and rank 
the web donors based on their trust score. After 
that, the web donor with the highest trust score 
can be utilized to impute the dataset's missing 
values. Additionally, the trust score lets users to 
assess the correctness and dependability of each 
web donor prior to imputation. This is critical to 
establishing users' credibility and increasing their 
trust in the imputed dataset. The aforementioned 
constraints motivated us to conduct this study. 
Thus, the primary objective of this study is to 
boost data completeness by increasing the 
number of trusted web donors utilized to replace 
missing values in the dataset in comparison to 
the currently used cold deck imputation 
approach. As a result, this study intends to 
answer the research question “what is the effect 
of trust score measurement in web donor 
selection in comparison to other imputation 
methods.” Thus, the aim of this study is to 
investigate the effect of trust score measurement 
in web donor selection. 

 

2. RELATED WORK 

The data completeness issue arises for a 
variety of reasons, including human error, 
equipment malfunction, manual data input 
processes, faulty measurement, and inaccurate 
learning models [26; 27; 28]. Numerous 
approaches for imputation of missing data have 
been proposed in past research, and these 
imputation methods can be classified according 
to their complexity and performance. While 
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simpler and easier to apply, methods such as case 
deletion and mean imputation perform poorly in 
terms of bias and imputation accuracy [29]. 
Complex imputation approaches, on the other 
hand, such as multiple imputation and machine 
learning-based methods, improve imputation 
accuracy and reduce bias, but demand a 
significant amount of computer resources due to 
the repeated imputation and iteration necessary 
throughout the imputation [30]. The same issues 
occurred with model-based imputation, which 
need appropriate model selection in order to 
impute accurately [31]. A more promising 
approach of imputation is hot deck imputation, 
which achieves the same prediction accuracy as 
multiple imputation but at a lower computing 
cost [23]. However, because the donor is from 
the same dataset, the possibility of finding a 
better acceptable donor to replace the missing 
values is limited, much more so when the dataset 
is tiny. A more suitable donor can be increased 
by identifying potential donors to replace 
missing values from other data sources, most 
notably web data sources. However, the 
effectiveness of this technique is contingent upon 
the user's belief in the web donor's worth and the 
web data sources themselves [32]. Replacing 
missing values with untrusted data increases the 
risk of making incorrect decisions and 
performing incorrect analyses, ultimately 
destroying the organisational activity. Web data 
sources include a wealth of information that can 
be utilised to fill in blank values. For instance, 
Yahoo!Financial and Google Finance each 
maintained a sizable collection of financial data 
in order to fill in gaps in financial databases. 
Each web data source, on the other hand, had a 
unique data structure. The inability to use these 
data in missing value imputation is hampered by 
issues such as conceptual inaccuracy and 
terminological ambiguity. 

Additionally, Reference [24] used an 
ontology mapping technique to overcome 
conceptual inaccuracies and terminological 
ambiguity issues in web data sources, allowing 
for the identification of web donors and missing 
values during imputation. However, the approach 
is confined to a single web donor value for each 
missing value replacement and ignores web 
donor value fluctuation, which is particularly 
important when more than one value is available 
to replace the missing value. As a result, the 
likelihood of locating the best appropriate value 
to replace the missing value is reduced. There are 
numerous sources of online donors on the web, 

all of which are unknown in terms of accuracy 
and dependability; hence, web donor values 
cannot be relied upon entirely. As a result, 
substituting web donor values for missing values 
may result in erroneous imputation [32]. 
Although they relate to the same data item, web 
donors from multiple web data sources may have 
different data values. Notably, the technique fell 
short of responding to critical issues such as 
"How much can I trust the imputed data?" & 
"Which data is more trustworthy, from which 
data source?" It is well established that data from 
web data sources frequently dispute with one 
another [25]. Thus, it is critical to address the 
above problems in order to boost the credibility 
of the analysis produced from the imputed 
dataset. A reliable imputed dataset is heavily 
dependent on the data used to replace missing 
values being chosen with care. According to [33] 
and [18], trustworthy data can only be derived 
from a trusted data source. For instance, if data 
from 'Source A' is more trustworthy than data 
from 'Source B,' replacing missing values with 
values from 'Source A' makes the imputed 
dataset more trustworthy than replacing missing 
values with data from 'Source B.' Because data 
selection is critical, ranking trust scores between 
potential online donors from numerous web data 
sources will aid users in determining the most 
trustworthy data. Thus, prior to the imputation 
procedure, reputable web donors can be chosen. 
Prior to the imputation procedure, it was 
necessary to assess the trustworthiness of each 
potential web donor. Accuracy and dependability 
are the needed criteria for assessing the typical 
qualities of trust [25; 34; 35; 36; 37; 18; 38]. The 
accuracy metric indicates the correspondence 
between the web donor's value and the reference 
value in the dataset. On the other side, 
dependability is a metric that indicates the 
amount to which the values claimed in an online 
donor's data source are accurate and trustworthy. 
As the precise value of such missing data is 
unknown, a metric for assessing correctness and 
reliability based on the observable data in the 
dataset is required [39; 25; 36; 34; 40]. A web 
donor provided by a web data source with the 
greatest accuracy and reliability score is assigned 
the highest trust score and is seen to be more 
trustworthy in replacing the missing value. 
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2.1 Proposed Methods 

2.1.1 Trust Score Measurement For Conflicted 
Web Donors  

The trust score is calculated using two 
methods; the reliability score and the accuracy 
score. A reliability score is necessary to quantify 
the discrepancy between all true values 
contained within the dataset and the claimed 
values contained within the web data source. In 
this scenario, the highest reliability score should 
go to an online data source with the smallest 
variance of difference. On the other hand, the 
accuracy score evaluates the correspondence 
between stated values in a web donor's data 
source and true values in a dataset. In our study, 
we derive truth values from variables with non-
missing values that are related to the variable 
with missing values. These are the values that 
were obtained from the basic dataset. Reliability 
and accuracy scores are required to determine an 
online donor's trustworthiness, as correct claimed 
values from a web data source do not necessarily 
imply that the web data source is dependable, or 
vice versa. [34]. Additionally, reliability and 
accuracy are identified as critical expected traits 
affecting trustworthiness. The dependability and 
accuracy scores are weighted equally in the trust 
score calculation since they are equally 
important in determining the trust score [34; 41; 
18]. 

Given that Accuracywd(i) equals the sum of 
the similarity distance score and the average 
accurate claimed score for web donors from the 
web data source, Reliabilitywd(i) equals the 
reliability score for web donors from the web 
data source, Max Score equals the sum of the 
maximum reliability score, similarity distance 
score, and the average accurate claimed score.’ 

 

𝑇𝑟𝑢𝑠𝑡 𝑆𝑐𝑜𝑟𝑒 =  100 ×

                           
ୡୡ୳୰ୟୡ୷.ೢ()ାୖୣ୪୧ୟୠ୧୪୧୲୷௪ௗ()

ெ௫ ௌ
    

         (1) 

Using Equation (1), a trust score is assigned 
to each web donor. A pseudocode of the trust 
score measurement is illustrated in the algorithm 
1. 
 
Algorithm 1: Trust Score Measurement 

Input: a dataset D 
Output: trust score 
1 Begin 
2 Let m be the variable with missing value 

3 For each m in D do 
4 Get the possible donor from the ontology 
5 If m (has possible donor) then check for 

conflicts 
6  If (conflicted donor = yes) then 
7  Identify the set of variables with non-

missing values which are related to m 
in D 

8  Get the truth values from the ontology 
9  Measure accuracy score 
10  Measure reliability score 
11   

Calculate trust score: equation 1 
 

12  end if 
13 end if 
14 end for 
15 End 
 

3. EXPERIMENTAL DESIGN AND 
METHODOLOGY 

The design of this research was guided by a 
broad theoretical framework for research [42], 
which incorporated the key features of research 
development [43] and by ensuring computations 
and trust dynamics issues are handled [41]. 
Three steps have been offered to illustrate the 
methodological techniques used. To meet the 
research's objectives, a quantitative research 
strategy based on an experimental research 
design was used to evaluate the offered 
approaches. During the research evaluation 
process, two experiments are undertaken. The 
imputed dataset is utilized to construct the 
prediction model for each experiment using 
ANN classification. Three performance measures 
are utilized to assess the prediction model's 
performance: root mean square error (RMSE), 
prediction accuracy, and F-Measure. The 
following sections outline the proposed solutions 
for achieving the research's objectives. 

3.1 Implementation And Data Collection 

As determined in Phase 2, the R 
programming language and Protege 5.2.0 are 
used on a PC equipped with an Intel Celeron 
2.41GHz processor and 8GB RAM running the 
Windows operating system. The financial dataset 
of SP 500 firms from Standard Poor's Compustat 
North America was used in this study, which is 
available through the Compustat database. 
Compustat's database contained clean, consistent 
financial data on 56,000 businesses worldwide. 
However, due to the sheer volume of data, 
missing values in the dataset are unavoidable. 
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Previous study has documented the occurrence 
of missing values in the Compustat database (24; 
44; 45). To cleanse and pre-process the data 
samples, Microsoft Excel and WEKA 3.8.2 are 
utilised as the data editor programmes. As a 
result of the data cleansing, 1,177 instances were 
retained in the dataset since they did not have 
zero values in inventories. From the dataset, 
fifteen financial variables were chosen to 
generate fourteen financial ratios (24). The 
Synthetic Minority Oversampling Technique 
(SMOTE) [46] is used in this study to address 
the issue of imbalanced classes and to ensure that 
the F-Measure for each class is determined 
during the assessment phase. SMOTE uses K-
nearest neighbour analysis to build new instances 
from the under-represented NOCHG and UP 
classes. As proposed by [46], K=5 is used in this 
study to generate a synthetic sample. After 
applying the SMOTE technique, 853 synthetic 
cases with no missing values are added to the 
dataset with a balanced class. Table 1 shows the 
updated distribution for the Relative Change in 
Stock Earnings (RCSE) class. The datasets are 
stored in comma-separated values (CSV) format 
in a specific folder, and the collection is divided 
into two sets, as shown in Table 2. 

 
Table 1: RCSE Class Distribution In Dataset After 

SMOTE Application 

RCSE Class Number of 
Instances 

Percentage 

UP 653 33% 
NOCHG 653 33% 
DOWN 667 34% 

 

Table 2: Dataset Features 

Se
t 

Number 
of 
Dataset
s 

Usage Number 
of 
Instance
s each 
Dataset 

Missin
g 
Values 

1 22 Training 
dataset 
and 
validatio
n dataset 

1973 457 

2 1 Testing 
dataset 

197 0 

 

𝑅𝑀𝑆𝐸 = ට
ଵ



.
∑ (𝑒 −  𝑒௦௧).ଶ

ୀଵ  (2) 

 

where RMSE is calculated based on 
Equation 2, where eori is the observed values, eest 
is the predicted value by the model and M is the 
total number of predictions. 
 

Prediction Accuracy (%) =
௧ ା ௧

௧ ା ௧ ା  ା 
 ×  100    

            
(3) 
 
 
The prediction accuracy is calculated based on 
Equation (3), where the number of instances in 
the test dataset is given by the total number of 
true positive (TP), false positive (FP), and false-
negative (FN). FP is the number of instances that 
are predicted positive but are negative, and FN is 
the number of instances that are predicted 
negative but are positive. 

 

𝐹 − 𝑀𝑒𝑎𝑠𝑢𝑟𝑒 =  
ଶ × ୰ୣୡ୧ୱ୧୭୬ × ୖୣୡୟ୪୪ 

௦ ା ோ
                                             

                                                    (4) 

 

as shown in Equation (4), the F-Measure is high 
when both recall and precision are high. Recall is 
calculated as (TP/(TP+FN)) and precision is 
calculated as (TP/(TP+FP)). 

 

An ontology-based framework for financial 
decision-making (OFFDM) [24] performance is 
determined by selecting a web data source that is 
primarily used to replace missing values. 
Furthermore, the proposed OFFDM lacked the 
selection method to determine which web donor 
should replace missing values in the dataset 
when more than one web donor is present for 
each missing value replacement. Thus, the 
OFFDM performances are limited and 
depending on the first web data source visited to 
collect web donors, with no consideration given 
towards the suitability of other web donors from 
another web data source to replace the missing 
value. The suitability of web donors to replace 
the missing value in the dataset is unknown 
before the replacement, which could reduce the 
OFFDM performance if the web data source 
provides unnecessary web donors. 

In this study, a trust score measurement 
method is introduced to treat the problem 
mentioned earlier and integrated into the new 
trust-based cold deck imputation method. The 
new trust-based cold deck imputation method 
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takes advantage of the variation of multiple web 
donor values from web data sources to improve 
the performance of OFFDM. 

 

4. RESULTS AND DISCUSSION 

A trust score is measured for each web 
donor from the available web data sources. Web 
donor with the highest trust score is then selected 
to replace the missing value in the dataset. In 
order to fairly evaluate the new trust-based cold 
deck imputation method against OFFDM, the 
web data sources, namely: Rocket Financial and 
Stockrow, were used to provide web donors. 
There are 52 remaining missing values in the 
dataset after web donor replacement. The 
remaining missing values after web donor 
replacement were imputed using KNN, 
MissForest, and PMM. As a result, three 
different datasets were obtained and named 
Trust_KNN, Trust_MissForest, and Trust_PMM 
accordingly. These datasets were used to train 
the prediction model, and the performances in 
terms of RMSE, prediction accuracy, and F-
Measure were analyzed to validate the proposed 
method. The usages of these performance 
metrics are due to their wider application in the 
literature to validate web donor method (24; 44; 
45). All datasets have 1973 instances and 457 
imputed missing values. The proportion of 
training, validation, and testing are 70%, 20%, 
and 10%, respectively. 

Table 3 presents the result of RMSE, 
prediction accuracy, and F-measures for dataset 
Trust_KNN, Trust_MissForest, and Trust_PMM.  

 
Table 3: RMSE, Prediction Accuracy And F-Measure 

Between Imputation Methods 

Datas
et 

RMS
E 

Predi
ction 
Accu
racy 

UP NOC
HG 

DOW
N 

Trust
_KN
N 

0.448 46.1 0.33 0.23
3 

0.624 

Trust
_Mis
sFore
st 

0.448
2 

47.7 0.27
3 

0.26
4 

0.651 

Trust
_PM
M 

0.451
2 

47.2 0.45
6 

0.28
2 

0.578 

 

 

On average, the RMSE for datasets 
Trust_KNN, Trust_MissForest, and Trust_PMM 
is 0.4491. The lowest RMSE is 0.4480 achieved 
when Trust_KNN is used to train the prediction 
model. The adoption of MissForest and PMM to 
substitute KNN for the remaining missing values 
imputation after web donor replacement does not 
help to improve the RMSE significantly. As 
shown in Figure 1, the adoption of MissForest 
and PMM for Trust_MissForest and Trust_PMM 
datasets has reduced the RMSE performance by 
0.0002 and 0.0032, respectively. However, the 
reduction in RMSE performance is relatively low 
in both datasets. 

The highest prediction accuracy is 47.7% 
achieved when Trust_MissForest is used to train 
the pre- diction model. On the other hand, a 
prediction model trained with Trust KNN has 
resulted in the lowest prediction accuracy, 
46.1%. In general, the adoption of MissForest 
and PMM to replace KNN for the remaining 
missing values imputation after web donor 
replacement has increased the prediction 
accuracy by 1.6% and 1.1%, respectively, as 
shown in Figure 2. In order to determine whether 
there is prediction accuracy improvement for 
Trust_MissForest and Trust_PMM is beneficial 
or not, the corresponding RMSE are examined. 
Prediction accuracy improvement in both 
datasets is achieved with a relatively low 
reduction in RMSE performance, 0.0002 and 
0.0032, respectively. Thus, MissForest and 
PMM for the remaining missing values 
imputation after web donor replacement improve 
prediction accuracy without a considerable 
reduction in RMSE performance. 

 
Figure 1: Reduction Of RMSE In Datasets With 

Respect To Trust KNN 
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Figure 2: Prediction Accuracy Improvement In 

Datasets With Respect To Trust KNN 

The F-Measure for NOCHG class is 
consistently lower than UP class, and DOWN 
class in each dataset used to train the prediction 
model as shown in Figure 3. The adoption of 
MissForest and PMM to replace KNN for the 
remaining missing values imputation has 
improved the F-Measure for NOCHG class by 
0.031 and 0.049, respectively. However, when 
Trust_MissForest is used to train the prediction 
model, the accuracy and sensitivity of the 
prediction model towards the UP class are 
reduced by 0.057 and closer to the F-Measure of 
NOCHG class compared to the prediction model 
trained with Trust_KNN dataset. On the other 
hand, the accuracy and sensitivity of the 
prediction model towards the UP class are 
improved by 0.126 when Trust_PMM is used to 
train the prediction model compared to the 
prediction model trained with Trust_KNN 
dataset. 

Figure 3: Comparisons Of F-Measure Between 
Imputed Datasets 

  

The F-Measure in DOWN class for 
prediction model trained with Trust_MissForest 
improved by 0.027 compared to Trust_KNN. 
Yet, the F-Measure for the DOWN class is 
reduced by 0.046 when Trust_PMM is used to 
train the prediction model compared to the 
prediction model trained with Trust_KNN. This 
situation is expected as the reduction occurred 

due to the considerable improvement in F-
Measure for UP class when Trust_PMM is used 
to train the prediction model. 

 

From the RMSE findings, prediction 
accuracy, and F-Measure, it is confirmed that the 
adoption of PMM to replace KNN in the 
Trust_PMM dataset for the remaining missing 
values imputation has improved the performance 
of the trust-based cold deck imputation method. 
The prediction accuracy is increased by 1.1% in 
Trust_PMM with a 0.0032 reduction in RMSE 
compared to Trust_KNN. The F-Measure for 
prediction model trained with Trust_PMM 
showed the stability in terms of prediction model 
accuracy and sensitivity towards UP class, 
NOCHG class, and DOWN class compared to 
the F-Measure obtained from the prediction 
model trained with Trust_KNN and 
Trust_MissForest. On the other hand, the 
adoption of MissForest to replace KNN for the 
remaining missing values imputation in the 
Trust_MissForest dataset has improved the 
prediction accuracy by 1.6% with a relatively 
low, 0.0002 RMSE reduction. However, the 
reduction of F-Measure for the UP class when 
MissForest is adopted has reduced the accuracy 
and sensitivity of the prediction model towards 
the UP class. The F-Measure for 
Trust_MissForest dataset also shows that the 
prediction model is more biased towards the 
DOWN class in its prediction. 

This shows that the performance is 
improved when the dataset imputed using a 
trusted web donor (Trust_PMM) is used to train 
the prediction model compared to the prediction 
model trained with dataset imputed using 
OFFDM (Rocket_first_PMM). Results presented 
in Figure 4 exhibit that the performance in terms 
of RMSE is better when trust score is used for 
web donor selection in Trust_PMM. Instead, the 
RMSE is worst by 0.0031 when the prediction 
model is trained with the Rocket_first_PMM 
dataset. 
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Figure 4: Comparisons Of RMSE Between Datasets 

Imputed Using A Trusted Web Donor From Web Data 
Sources And OFFDM 

 

Figure 5: Comparisons of prediction accuracy 
between datasets imputed using a trusted web donor 

from web data sources and OFFDM 

The same result can be observed in prediction 
accuracy where the prediction model trained 
with Trust_PMM dataset is 3.1% higher than 
Rocket_first_PMM as shown in Figure 5. 

The best F-Measure for NOCHG class is 0.282, 
which is achieved when the prediction model is 
trained with Trust PMM as listed in Table 4. The 
F-Measure for Trust_PMM in UP class, NOCHG 
class, and DOWN class is consistently better 
than Rocket_first_PMM where the difference in 
F-Measure for each class is 0.047, 0.027, and 
0.012, respectively. 

 
Table 4: F-Measure Between Imputation Methods  

 
Experim
ent 

Datasets UP NOC
HG 

DOW
N 

2 Trust_PMM 0.456 0.282 0.278 

1 Rocket_first_
PMM 

0.409 0.255 0.566 

Perform
ance 
Improve
ment 

 0.047 0.027 0.012 

Similarly, the performance in terms of 
RMSE, prediction accuracy, and F-Measure is 
improved when a trusted web donor impairs the 
dataset’s missing values compared to OFFDM. 
Therefore, the trust-based cold deck imputation 
can be considered a better cold deck imputation 
method when web donor from more than one 
web data source is available and can analyze the 
reliability and accuracy   of each available web 
donor. The improvement of RMSE and 
prediction accuracy for Trust_PMM and 
Rocket_first_PMM are summarized in Table 5. 

The improvement is significant as the increment 
in prediction accuracy is achieved without 

reducing the RMSE and F-Measure performance. 
Furthermore, OFFDM performance is 

determined by the selection of web data source 
that is primarily used to provide the web donor, 
and the performance of the selected web data 

source is unknown before the experiment.  

 

Table 5: Performance Improvement In RMSE And 
Prediction Accuracy For Trust_PMM And 

Rocket_First_PMM 

Perform
ance 
Metrics 

Dataset  Performa
nce 
Improve
ment 

Trust_P
MM 

Rocket_first_
PMM 

RMSE 0.4512 0.4543 0.0031 

Predictio
n 
Accurac
y 

47.20% 44.10% 3.10% 

 

The results of the RMSE, prediction 
accuracy, and F-Measure for the prediction 
model trained with Trust PMM dataset are also 
compared to the result of the same prediction 
models trained with IGN, AVG, KNN, 
MissForest, and PMM as shown in Figure 6, 
Figure 7, and Table 6. The RMSE of prediction 
models trained with the Trust_PMM dataset is 
the lowest compared to the other datasets 
imputed with AVG, MissForest, and PMM, as 
shown in Figure 6. Compared to the prediction 
models trained using datasets imputed with 
AVG, MissForest, and PMM, the RMSE for 
prediction model trained with Trust_PMM is 
better by 0.0072, 0.0024, and 0.0067, 
respectively. KNN and IGN are worst by 0.0093 
and 0.0333 respectively compared to 
Trust_PMM. 
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In terms of prediction accuracy, the 
Trust_PMM dataset performed better than other 
datasets except for KNN, as shown in Figure 7. 
Trust_PMM is better by 1.1% prediction 
accuracy compared to the dataset imputed using 
MissForest. On the other hand, Trust_PMM and 
PMM achieved the same pre- diction accuracy 
percentage. The highest prediction accuracy is 
achieved when the dataset is imputed with KNN. 
There is a 1% difference in prediction accuracy 
between datasets imputed with KNN and 
Trust_PMM. However, such difference comes at 
the cost of 0.0093 RMSE reduction in dataset 
imputed with KNN compared to Trust_PMM. 
Compared to IGN, which has the lowest 
prediction accuracy, the prediction model trained 
with Trust_PMM is better by 14.7%. 

 

 

Figure 6: Comparisons Of RMSE Between 
Datasets Imputed Using A Trusted Web Donor 
From Web Data Sources And Other Imputation 

Methods 

Figure 7: Comparisons Of Prediction Accuracy 
Between Datasets Imputed Using A Trusted Web 

Donor From Web Data Sources And Other 
Imputation Methods 

 

 

 

 

 

 

 

 

As shown in Table 6, the F-Measure for 
NOCHG class is consistently lower than the F-
Measure for the UP class and DOWN class in all 
datasets except IGN. The mechanism of IGN 
imputation influenced its F-Measure 
performance as 217 of 1973 instances were 
deleted from the dataset during the IGN process. 
Due to this, the F-Measure for NOCHG class in 
IGN dataset is increased while the F-Measure for 
UP class dropped. The result also shows that the 
highest result of F-Measure for NOCHG class is 
achieved in Trust_PMM and IGN. Among 
PMM, MissForest, KNN, and IGN, Trust_PMM 
also managed to achieve the highest F-Measure 
for the UP class. On the other hand, the F-
Measure for the DOWN class in Trust PMM is 
0.578. 

 

Accordingly, the size of training datasets is 
reduced to highlight the performance of RMSE 
and prediction accuracy when the percentage of 
instances with missing values in the training 
dataset is increased. 

 

5. CONCLUSION 

This research focuses mainly on the 
imputation of missing values using cold deck 
imputation, where missing values were replaced 
with the most trusted web donor from web data 
sources. Despite the contributions made by [24] 
concerning cold deck imputation with web 
donor, the work has some disadvantages such as 
constraint to provide a proper selection method 
for web donor used to replace missing values, its 
unsuitability when dealing with conflicted web 
donor in case of more than one web data source 
is used, and its inability to describe the level of 
trust held by each web donor used to replace the 
missing values. Motivated by this fact, the 
following contributions are addressed in this 
research. A new method to measure the trust 
score for each web donor was introduced in this 
research. The trust score was measured based on 
two main components: the accuracy score and  

 

 

 

 

 

 

 

 

 Table 6: Comparisons of F-Measure between datasets imputed using a trusted web donor from web 
data sources and other imputation methods 

Datasets F-Measure  
  UP NOCHG DOWN 

Trust PMM 0.456 0.282 0.578 
PMM 0.446 0.095 0.581 
MissForest 0.311 0.22 0.632 
KNN 0.425 0.133 0.618 
AVG 0.489 0.108 0.485 
IGN 0.267 0.282 0.408 
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the reliability score. The accuracy score for 
each web donor is determined based on the 
average accurate claimed score and the similarity 
distance score between the claimed values in the 
web data source and the truth values in the 
dataset. On the other hand, the reliability score 
measured the difference between the claimed 
values in web data sources and the truth values in 
the user dataset. Trust score is calculated in 
percentage, and consequently, web donors can be 
ranked based on their trust score to determine 
their reputation. Web donor is determined as a 
trusted web donor if it held the highest trust 
score among the available web donors. 

This research established a new trust-based 
cold deck imputation method with multiple web 
donors to improve data completeness in the 
dataset. The trust-based cold deck imputation 
method has success- fully utilized web donor 
values from multiple web data sources to 
perform the imputation and selected only a 
trusted web donor to replace the missing values. 
Thus, the performance of cold deck imputation is 
no longer restricted to which data source is 
primarily used to replace the missing values. 
Trust level in terms of accuracy and reliability is 
explained for each web donor before the 
imputation taking place and ranked accordingly. 
The proposed trust-based cold deck imputation 
method with multiple web donors achieved the 
highest performance in RMSE, prediction 
accuracy, and F-Measure compared to OFFDM 
during the experiments. Besides that, the trust-
based cold deck imputation method also 
achieved better RMSE, prediction accuracy, and 
F-Measure than AVG and IGN imputation 
methods when used to impute the training 
datasets during the experiments. Compared to 
other established imputation methods in model-
based and machine learning categories such as 
KNN, MissForest, and PMM, the proposed trust-
based cold deck imputation method achieved 
better performance in terms of RMSE and F-
Measure during the experiments. There is not 
much difference in terms of prediction accuracy 
between the trust-based cold deck imputation 
method, KNN, MissForest, and PMM. 

Moreover, this research resolved conflicted 
web donor problems when more than one web 
data source provides web donors in a cold deck 
imputation. This also overcomes the issues by 
replacing missing values with a trusted web 
donor to improve data completeness. The main 
objective of this research has been accomplished. 
However, there are still existing issues that are 

not covered under the scope of this research and 
can be undertaken in the future. Firstly, the 
proposed trust score measurement method can be 
further evaluated using the dataset from other 
domains such as health and education. Secondly, 
the number of web data sources can be increased 
to provide more web donors. A further 
experiment can be conducted to analyze its effect 
on performance improvement. Lastly, the 
prediction model’s performance can be improved 
by employing feature selection to select essential 
and relevant financial ratios for the prediction. 
On the other hand, feature selection helps to 
remove irrelevant and unneeded financial ratios, 
which did not contribute to the accuracy of the 
prediction model. 
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