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ABSTRACT 
 

Emotion is an affective state of a subjective reaction in an environment accompanied by physiological and 
endronic changes in human beings; this happens suddenly and abruptly in the form of a crisis. In the article, 
Bayes' theorem's implementation was developed that allows classifying two facial emotions of the human 
being. Our central premise is based on realizing a Bayesian model to generate a supervised learning model, 
which uses the analysis of data collected to create an emotions classifier. The Naive Bayes classifier training 
model results provide a functional form of probability to capture joint statistics of local appearance and 
position on the object whose one-to-one match result is slightly higher than 56%. This value is less than the 
method used by Schneiderman and Kanade. Concluding that the proposed algorithm is better than those 
analyzed because several external variables such as lighting, pose, and detection of characteristics can 
change the performance in terms of precision. 
 
Keywords: Emotional computing, Naive Bayesian Classifier, Emotions, a system for predicting joy 
and sadness 

 
1. INTRODUCTION 
 

A current problem, referring to the 
investigation of human behaviour is the emotions, 
compared to the traditional conception between 
emotion and intellect, the most recent theories 
indicate the influence of emotions in the 
mechanisms of rational thought. 

An emotion is an affective state that generates 
a subjective reaction to the environment that is 
accompanied by organic, physiological and 
endocrine changes of natural origin, influenced by 
experience. 

Emotions have an adaptive function of the body 
to its surroundings; this occurs suddenly and 
abruptly, in the form of a crisis. 

In the human being, the experience of emotion 
generally involves a set of cognitions, attitudes 
and beliefs about the world, which the human 
being uses to assess a specific situation and how 
said the situation is perceived. 

Emotions have been considered unimportant, 
and the most rational part of the human being has 
always been given more relevance. However, 

emotions, being affective states, indicate 
individual internal states, motivations, desires, 
needs and even goals. 

A classic problem related to emotions is to 
determine from the emotion what will be the 
future behaviour of the individual. 

There are six essential categories of emotions. 

• FEAR: Anticipation of a threat or danger that 
produces anxiety, uncertainty, insecurity. 

• SURPRISE: shock, amazement, 
bewilderment. It is very transitory. It can give a 
cognitive approximation to know what happens. 

• AVERSION: Disgust, disgust, we tend to 
move away from the object that produces 
aversion. 

• ANGER: Anger, anger, resentment, fury, 
irritability. 

• JOY: Fun, euphoria, gratification, content, 
gives a feeling of well-being, security. 

• SADNESS: Grief, loneliness, pessimism. 

If the end is the adaptability of emotions, we 
would have different functions: 
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• FEAR: Search for protection. 

• SURPRISE: Helps to guide the human being 
in the face of the new situation. 

• AVERSION: Produces rejection of the 
approaching phenomenon. 

• IRA: Induce towards destruction. 

• JOY: It leads to reproduction (we want to 
reproduce that event that makes us feel good). 

• SADNESS: Motivates towards a new 
personal reintegration. 

The humans have forty-two different faces. 
Depending on the emotion this movie, and with 
this, it is possible express one an emotion. There 
are different smiles, which express different 
degrees of happiness. The different facial 
expressions are international; within different 
cultures, there is a similar language. 

Emotions have particular behavioural 
components, which are the way they are displayed 
externally. They are an axis of measurement that 
can be controlled, based on the family and cultural 
learning of each group: 

• Facial expressions. 

• Actions and gestures. 

• Distance between people. 

• Non-linguistic components of verbal expre-   
ssion (non-verbal communication). 

 

Other components of emotions are physiological 
and involuntary, the same for all: 

• Tremor 

• Blush 

• Sweating 

• Heavy breathing 

• Pupillary dilation 

• Increased heart rate 

These components are what is at the base of the 
polygraph or the "lie detector". It is assumed that 
when a person lies, they feel or cannot control 
their physiological changes, although there are 
people who with training can control it. 

Different researchers nowadays seek to detect 
emotions to improve the experience of people 
when interacting with a computer application. In 

1997, in the book Affective Computing, its author 
(Rosalind Picard), created the term Affective 
Computing, where she argues the need to take into 
account emotional factors in software design. 

Affective Computing is currently an emerging 
research area whose objective is focused on the 
development of devices and systems that are 
capable of recognizing, interpreting, processing 
and simulating human emotions to improve the 
interaction between the user and any computer 
system or robot. 

These effective systems should: 

1. Capture and recognize the emotional states 
of the user through measurements on signals 
generated in the face, voice, body. 

2. Process that information to classify, manage, 
and learn through algorithms that are responsible 
for collecting and comparing large amounts of 
information. 

3. Generate responses and corresponding 
emotions, expressed through different channels of 
colour or sounds. 

Devices for detecting emotions have evolved 
significantly, allowing computer systems to 
recognize the emotional state of a user. Through 
cameras, it is possible to capture observable 
properties of emotions, such as skin colour, body 
movements, gestures, or even the detection of 
facial expressions based on the analysis of muscle 
movements or characteristic points of the face. 

Special devices, such as eye-trackers, allow 
obtaining information on the dilation and 
monitoring of the pupils. The microphones allow 
capturing the language and the variations in 
intonation, tone or volume of the voice. 

Obtaining information that is difficult to 
observe, using sensors that record physiological 
measurements such as respiration, pulse, galvanic 
resistance of the skin, body temperature or 
through electrodes that detect brain activity. 

In general, it is possible to use informal 
probabilities to express information or uncertainty 
for a phenomenon that has unknown quantities. 
The use of probabilities to interpret the 
information allows the use of formality in the 
analysis of the information. 

From the mathematical point of view, it can be 
shown that with the Calculus of Probabilities, a 
set of rational beliefs can be estimated 
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numerically and demonstrate that there is a direct 
relationship between probability and information. 

The application of Bayes theory naturally 
allows beliefs to be updated when new 
information appears. This inductive learning 
process through Bayes theory is the basis of 
Bayesian Inference. 

Bayesian methods provide the basis for 
determining the estimators which fit the 
parameters that have better statistical properties. 

The correct application of this theory allows: 

1. Obtain a simple description of the observed 
data; 

2. Estimation of missing data and 

3. Have information to estimate future 
predictions 

The Bayesian methodology is made up of three 
fundamental steps: 

1. Specify a probability model that includes 
some prior knowledge (a priori) about the 
parameters of the given model. 

2. Update the knowledge about the unknown 
parameters, conditioning this probability model to 
the observed data. 

3. Evaluate the fit of the model to the data and 
the sensitivity of the conclusions. 

The fundamental difference between classical 
(frequentist) and Bayesian statistics is in the 
representation of the concept of probability. 

For classical statistics, it is an objective 
concept, found in nature, while for Bayesian 
statistics, it is found in the observer, which makes 
it focus on a subjective concept. 

Classical statistics is only taken as a source of 
information for the samples obtained, assuming, 
for mathematical developments, that an infinite 
size could be taken for a sample hypothetically. In 
the Bayesian case, in addition to the sample, it is 
also essential to determine the previous or 
external information that is possessed about the 
phenomena that are being modelled. 

The main objective of the naive Bayesian 
classifier is to transform the information in order 
to obtain a prediction [1],[2],[3]. About the 
implementation of Bayes' theorem, it is possible 
to identify several areas of opportunity.  

In particular, in the area of emotions [4], there 
is a significant potential whereby delimiting the 

correct characteristics, probabilistic information 
is transformed into an admissible prediction [5]. 

It is necessary to highlight the relevance of the 
application of Bayes' theorem to the detection of 
emotions, given that at present the amount of 
information that is generated daily on the Internet 
is overwhelming, various tools are needed in 
order to process said information using supervised 
and deep learning techniques, as well as 
emphasize the mathematical basis of these 
techniques [6].  

It is possible to produce a mathematical model, 
that is, a classifier, that generates an 
approximation in the detection of two emotions, 
precisely the emotions of joy and sadness. One of 
the most critical components in this work is to 
delimit the quantifiable characteristics because 
they will be the source of information that feeds 
the naive Bayesian classifier, resulting in a model 
that can identify between the emotions of joy and 
sadness based on a mathematical calculation.  

The facial characteristics with the most 
significant presence of each emotion are 
delimited, the distance between nose-eyebrow, 
nose-eyelid, and finally, the distance from the 
nose to the lower lip. With the data collected, the 
calculation is carried out in order to obtain a 
reliable approximation when distinguishing 
between the emotions of joy and sadness. 

2. THE NAIVE BAYES METHOD 

To implement a supervised Bayesian 
classification given by an object described by a set 
of attributes or characteristics [7], X1, X2, …, Xn, 
to one of m possible classes, C1, C2, …, Cm, such 
that the probability of the class given the attributes 
is maximized: 

𝐴𝑟𝑔஼[𝑀𝑎𝑥 𝑃(𝐶|𝑋ଵ, 𝑋ଶ … 𝑋௡)]              (1) 

If the set of attributes is expressed as:   X = {X1, 
X2, …, Xn}, equation (1) can be written as Argc 
[Max P (C | X)]. The formulation of the Bayesian 
classifier [8], based on the use of Bayes rule to 
calculate the posterior probability of the data class 
of the features. 

𝑃(𝐶|𝑋ଵ, 𝑋ଶ … 𝑋௡) = 𝑃(𝐶)𝑃(𝑋ଵ, 𝑋ଶ … . 𝑋௡|𝐶)/
𝑃(𝑋ଵ, 𝑋ଶ … 𝑋௡)   (2)                        

One-way summary of the formula (2) is:  

𝑃(𝐶|𝑋) = 𝑃(𝐶)𝑃(𝑋|𝐶)/𝑃(𝑋)           (3) 

 
The denominator, P (X), does not change in the 

classes so that it can be considered as a constant. 
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A classifier that learns from a set of data requires 
estimating probabilities, a priori and likelihood, 
from the data, known as the parameters of the 
classifier.  

Likewise, the application of this classifier 
greatly facilitates learning by assuming the 
independence of the defined characteristics of 
each class [9]. Consequently, a useful model for 
decision making is obtained [10]. 

2.1 PARAMETERS 

The results are closely related to the 
specification of the parameters; for this particular 
case, the parameters are linked to facial emotions 
[11], focusing on joy and sadness, which are 
described later.  

In the learning process, the characteristics are 
used in order to determine a set of suitable 
parameters [12], to generate the model that allows 
to correctly predict each emotion, due to this the 
naive Bayesian classifier is one of the oldest 
workhorses used in machine learning [13]. 

 

2.1.1 Joy 
 

 Understanding human emotions are one of the 
skills necessary for a computer to interact wisely 
with a human [14]. Joy occurs when our mood is 
one of optimism, success, and excitement, as 
shown in Figure 1 self-esteem, confidence, and 
well-being.  

Physiologically, because of this, it increases the 
heart rate, blood pressure, and activity in the 
hypothalamus, it facilitates empathy, as it is a very 
contagious emotion, especially if it reaches the 
level of laughter; and communication with others, 
for provoking a greater availability to social 
interactions.  

It is an ally of creativity, learning and memory, 
making us more receptive to stimuli. 

 
Figure 1. Joy. Source: ResearchGate Sindy Vargas 

 
When we express joy, the corners of the lips are 

pulled back and up simultaneously, and it is 
according to the degree of expression that the 
teeth will be exposed or it will remain as a simple 
smile.  

Facial expressions are the most expressive way 
in which humans display their emotions [15]. For 
this reason, the emphasis was placed on the 
characteristics of joy, the cheeks, as a 
consequence, rise in the same way, while the 
nasolabial fold goes down from the nose to the 
corner of the lips. In the eye area, inevitable 
wrinkles appear on the lower eyelid and in the 
outer corner of the eye, towards the scalp. 

 
2.1.2 Sadness  
 

This emotion in the literature has captured the 
interest of researchers, some researchers that 
involve various fields [16].  

The physiological reaction that causes sadness 
is crying, which helps to release internal tension 
and anguish. It usually appears in situations of 
disappointment, anxiety, which cause both losses 
of control and headaches, reluctance or apathy. 
An example is shown in figure 2. 

As in the laughter that causes joy, in crying, as 
a reaction to sadness, we also have specific levels. 
At a low level, they cry softly, but with constant 
tears, being typical for external stimuli to the 
individual. At a high level, breathing is short, and 
tears are abundant, caused by emotionally intense 
events. 

When we express sadness, muscularly the inner 
angles of the eyes rise, and the skin of the 
eyebrows forms a triangle.  

Contrary to the smile that causes joy, when we 
are sad the corner of the lips slopes downwards, 
which can very commonly cause small lip 
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tremors. The head usually tilts down, lowering the 
gaze in turn. 

 
Figure 2. Sadness. Source: ResearchGate Sindy 

Vargas 
 
The implementation of these emotions is based 
on a fundamental approach of emotions [17], 
[18]. 
 
3. RELATED WORKS 

 

According to the research carried out by A. 
Calvillo [2], the Naive Bayes algorithm 
contributed to finding the business objectives of 
his research on student dropout, through data 
mining, generation of a model with the which 
managed to classify this type of student [19]. 

The Naive Bayes algorithm has been used in 
the analysis of human resource management 
trends [20], for the semantic analysis for the 
classification of texts thanks to its useful 
properties for supervised learning [21]. This 
analysis consisted of a classificatory model that 
included two classes of words, the first belongs to 
the frequency in scientific texts and the second 
class belongs to the frequency in the company's 
reports.  

Lastly, information analysis is essential for 
decision-making [22], [23], according to Tume 
Ayala, having a business intelligence tool is a 
pillar for decision-making; Using algorithms of 
decision trees, Naive Bayes, association rules, it 
is possible to rank and discern the information 
with added value [24], [25], which will later be 
used by the organization to make correct 
decisions. 

Facial expressions generate important clues 
about emotions. In the literature, different 
researchers have developed different methods to 
classify the affective states of the human being 
[20], [21], [22], [23]. 

These methods use local spatial position or the 
displacement of some specific points, and some 
use entire regions of the face [26], [27], [28]. 

Some of these research works are unimodal, 
that is, using only the recognition of facial 
expressions, others try to use more than one type 
of input, such as speech processing, body 
movement, hand gestures. 

Castellano [29] created a system for the 
recognition of bimodal emotions, based on both 
facial expression recognition analysis and voice 
timbre, the strengths and limitations of the 
unimodal and multimodal systems were analyzed, 
and the two approaches were discussed. 

Other researchers developed a system based on 
facial expressions, using facial markers, and 
Principal Component Analysis to reduce the 
number of features per image. Mouth area 
markers are not considered, as these could 
confuse the classifier by causing the expression to 
be classified as happiness while the person is 
speaking [20], [21]. 

Bruce et. AL in 1986 [30], shows different 
approaches of the analysis of facial expression is 
performed statistically using the extremes of an 
expression, which requires finding clues in the 
wrinkles, positions and shapes of the face to help 
infer the emotional state of a person, without 
success. In the second approach, the analysis is 
oriented gestures, for which successive images 
are extracted to detect facial expression, which is 
analyzed to find variations, and in this way, they 
are assigned to previously defined emotional 
states. 

 
4. DEVELOPMENT 
 

 According to the theory of the Bayesian 
classifier, the parameters with which the 
calculation will be made have been determined. 
Three measurements will be made on the face 
with the two emotions to be classified; the first 
measurement will be Nose-Eyebrow, the second 
measurement will be Nose-Eyelid and finally 
Nose-Lower lip.  
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Figure 3. Facial measurements of joy. Source:  

Image captured from the Internet 
 
 
 

 
Figure 4. Facial measurements of joy Source: Image 

captured from the Internet 
 

 
Figure 5. Facial measurements of joy Source: Image 

captured from the Internet 
 

 

Figure 6. Facial measurements of joy Source: Image 
captured from the Internet 

 

 
Figure 7. Facial measurements of joy Source: Image 

captured from the Internet 
 
 

 
Figure 8. Facial measurements of sadness Source: 

Image captured from the Internet 

 
Figure 9. Facial measurements of sadness Source: 

Image captured from the Internet 
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Figure 10. Facial measurements of sadness Source: 
Image captured from the Internet 

 

 
Figure 11. Facial measurements of sadness Source: 

Image captured from the Internet 
 

 
When obtaining the measurements of the 
parameters determined for the classifier, said 
information was collected in the Table 1. Data 
from 10 samples have been collected, each with 
three different parameters that will be used in the 
Bayesian classifier to generate an approximation 
and reveal whether the emotion in the test is Joy 
or Sadness.  

 
To perform the calculations, a Gaussian 

distribution was used to obtain the necessary 
data, which are the mean and variance for each 
data set used for this classifier. 
 

 

Table 1: Facial measurements corresponding to 
the emotions Joy and Sadness. Source: self-made. 

Emotion 
Nose-
Ceja 

Nose-
Eyelid 

Nose-Lip 
Lower 

Joy 4.83 3.92 3.68 
Joy 5.64 4.38 4.35 
Joy 4.33 3.66 3.5 
Joy 4.89 4.27 3.15 
Joy 4.52 3.78 3.26 

Sadness 5.07 3.92 3.47 
Sadness 4.91 4.08 4.02 
Sadness 4.78 4.64 3.64 
Sadness 4.09 3.91 2.38 
Sadness 4.69 4.06 2.66 

 

Table 2: Values used for training. Source: self-made. 
 Eyebrow Nose-nose 

nose-lip 
Eyelid 

Lower 

Em
otio

n 

Me
dia 

Varia
nce 

Me
dia 

Varia
nce 

Me
dia 

Vari
ance 

Joy 4,842 0.2512
7 

4,00
2 

0.096
920 

3,58
8 

0.224
07 

Sad
ness 

4.708 0.1398
19 

4.12
2 

0.089
919 

3,23
4 

0.474
28 

 

For this training, the distribution of the 
variables to determine the correct emotion is 
equally probable. 

 
P (A) = 0.5 

P (T) = 0.5 

At the end of the training with the collected 
information, different samples of these emotions 
can be evaluated, which will be evaluated in the 
system. 

 
 

5.1 Test Data 

The test values used in the tests are those 
shown in table 3. 
 

Table 3. Values used for testing. 
Emotion Nose-

Eyebrow 
Nose-
Eyelid 

Nose-Lower 
Lip 

? 4.12 3.68 2.98 

 
These values were processed using the 

following steps: 
 
1. Calculate the posterior probability of the 

data 

𝑝(𝑁 − 𝐶|𝑗𝑜𝑦 =
1

√2𝜋𝜎ଶ
𝑒

( ି 
(௫ିఓ)మ

ଶఙమ   )
 

2. Get the product of the data.  
 

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑖( 𝑆𝑎𝑑) =
𝑃(𝑇) 𝑝(𝑁𝐶|𝑇) 𝑝(𝑁𝑃|𝑇) 𝑝(𝑁𝐿𝐼|𝑇)

𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒
 

𝑝𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟𝑖( 𝑗𝑜𝑦) =
𝑃(𝐴) 𝑝(𝑁𝐶|𝐴) 𝑝(𝑁𝑃|𝐴) 𝑝(𝑁𝐿𝐼|𝐴)

𝐸𝑣𝑖𝑑𝑒𝑛𝑐𝑒
 

Step 1 
 

P (A) = 0.5 

P (NC | A) = 0.02558 

P (NP | A) = 0.01650 

P (NLI | A) = 0.04484 

Step 2 

Post (A) = product = 0.0000094628 

Step 1 

P (T) = 0.5 

P (NC | T) = 0.00041 
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P (NP | T) = 2.51328-05 

P (NLI | T) = 0.72877 

Step 2 
 
Post (T) = product =0.00000000375 

With a posteriori results of each option, we can 
see that the highest belongs to the emotion of Joy, 
it is assumed as the correct classification. 
 

5. RESULTS 
 

When analyzing the results, it can be assumed 
that the result with the highest value, the highest 
probability, is the Posteriori (A) corresponding 
to the correct classification. According to figure 
12. The results of the training model are correct; 
they match the correct dimensions and emotion. 

 

 

Figure 12. Facial measurements of joy in the test 
image. Source: self-made 

 
Even with a relatively small sample, the results 

obtained have acceptable certainty. By 
increasing the number of samples, the certainty 
will increase. 

 
In the literature, Schneiderman and Kanade 

described a naive Bayes classifier to estimate the 
joint probability of local appearance and position 
of facial patterns [31].  

 
Operations are focused on local appearance 

because the intensity patterns around the eyes are 
much more distinctive than the pattern around 
the cheeks. 

 
Our Naive Bayes classifier provides a 

functional form of posterior probability to 
capture joint statistics of local appearance and 
position on the object. 

 

Figure 13 shows an implementation, where the 
maximum precision is located in range one, 
which is a one to one match result, it is slightly 
higher than 56%. This value is lower than the 
methods used by Schneiderman and Kanade 
[31], due to: 

   
 Type of lighting 

 
 The different orientations of the head 

 
Twenty-five samples of faces were used, of 

different people of different traits, and showing 
a different overall brightness.  

 
Based on the results, it was observed that the 

difference in lighting affects the overall 
performance. 

 

 
Figure 13. Cumulative match characteristic chart 

at 85% accuracy. Source: self-made 
 
The Figure 14 show the Cumulative match 

characteristic chart at 85% accuracy. 
 

 
Figure 14. Proposed Accuracy. Source: self-made 

 

6. CONCLUSIONS 
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The implementation of Bayes' theorem generated 
a classifier that allows other learning scenarios. 
The methodology consisted of classifying 
relatively subjective aspects determining the 
subjective parameters of the expressions of 
emotions: sadness, joy, surprise, in which 
numerical data are obtained. 
 
The data entered for the subjective parameters are 
defined; without knowing the emotion that the 
system provides us, it will give us an 
approximation of the emotion that can be, with 
sufficient certainty. 
 
The proposed algorithm has improved the 
literature researched and compared with the 
results due to various external variables such as 
lighting, pose, and detection of features that can 
change performance in precision. 
 
With the implementation and knowledge 
acquired, in the detection and recognition of 
faces, for future research, a new interface is 
proposed that can quickly test the performance of 
the algorithms, thus increasing the accuracy rates 
and having a more robust classifier to solve these 
problems. 
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