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ABSTRACT 

 
To stop the fast-spreading of covid19, there needs to be a significant improvement in the speed with which 
the diagnosis is performed. Many studies have been done on using deep learning algorithms like 
convolutional neural networks and many of its variants available in the industry to make the diagnosis faster. 
However, most of these approaches involve using datasets that are not that compatible with the real world. 
In this paper, we will be using efficient techniques to address this problem by using CT scans and leveraging 
most of the features available in  CT-scan images to build a model that can classify whether covid19 infects 
a person or not, given his CT scan as input to the model. As CT scan images are more reliable and can 
represent the condition of a person in a more detailed way than any other images like X-rays, these can be 
used for obtaining faster and precise results. 

Keywords: Data Augmentation, Image Processing, Voxnet, 3D CNN, Volumetric  

 
1.INTRODUCTION 
 
The outbreak of covid19 was declared a pandemic 
officially by the World Health Organization in the 
first quarter of 2020. The disease is highly 
contagious and can develop as a more lethal acute 
respiratory distress syndrome(ARDS). Currently, 
for faster detection, RT-PCR tests are used, but 
these are very labor-intensive and not so reliable. 
Many previous studies have focused on solving 
this problem by using X-ray scans as data for deep 
learning methodologies [[1][2][3][4]]. Although 
obtaining the X-ray scans is cheap and faster, they 
lack detailed information because a conventional 
x-ray uses a fixed tube that sends x-rays only in 
one direction. 

In contrast, CT scans are more detailed than 
conventional X-ray images and can reveal bones 
and soft tissues, and organs. However, obtaining 
CT scan images is not an easy task. The two most 
enormous publicly available datasets are the 
Covid-CT dataset [5], consisting of 349 covid 
samples and 397 normal samples. The other was 
prepared by Soares et al. [6], which contains 2482 
CT scans collected from various hospitals in sāo 
Paulo in Brazil.  

To provide an optimal model, we are building a 
3D CNN called Voxnet[7]; this enables us to use 
all the features provided by 3D images without 
losing any vital information. Primarily, 3D CNN 
empowers to completely utilize the depth feature 
of the 3D CT-Scan images. Thus the main 
objective of this paper is to provide an efficient 



Journal of Theoretical and Applied Information Technology 
15th December 2021. Vol.99. No 23 

© 2021 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
5795 

 

solution for the detection of covid-19 through CT-
scan images.  

The remaining work is structured as follows. The 
details of the two datasets used in this Paper, 
COVID-CT [5] and SARS-COV-2 CT-Scan[6], 
are described in section 2. Methodology, Model 
Architectures, Environment setup, and results are 
described in sections 3,4,5, and 6, respectively. In 
the end, Section 7 concludes this work. 
 
2.DATASETS 
The current section discusses the two datasets 
considered as part of this work. These are two of 
the largest publicly available datasets to date 
known to us. 

2.1COVID-CT Dataset 
 

To assemble the COVID-CT dataset [5], CT-Scan 
images of COVID-19 infected patients were 
gathered from research articles deposited in 
repositories such as medRxiv and biRxiv. A total 
of 349 images from 216 COVID-19 infected 
patients were collected. The  
 
CT-Scan images of healthy individuals are 
gathered from two other datasets (LUNA dataset, 
MedPix dataset). A total of 463 images from 55 
non-covid patients were collected. 
 

 
Figure 1: Sample Images from COVID-CT Dataset 

 
2.2SARS-Cov-2 CT-Scan Dataset 
 
The SARS-Cov-2 CT-Scan dataset[6] consists of 
2842 CT-Scan images collected from 120 
patients, out of which 1252 CT Scans are of 60 
covid-19 infected patients, including males(32) 
and females(28). 1230 CT-Scan images of 60 
non-covid infected individuals, including 
males(30) and females(30), are collected. This 
data is gathered from various hospitals across Sāo 
Paulo, Brazil. 
 
3.METHODOLOGY 

 
3.1Image Description 

 
Generally, the 3D data representations are 
classified into two categories: Euclidean-

structured data and  Non-Euclidean structured 
data. The CT scans that we have used in our work 
are known as volumetric data, in which images 
can be characterized as a regular grid in a three-
dimensional space. The distribution and modeling 
of the 3D object in three-dimension space are 
done by using Voxels. Voxel-based 
representation is very simple, and it can encode 
details about the 3D figure. However, it has some 
problems, as described by[8]. In terms of 
memory, there will be some wastage because it 
contains the information of non-occupied parts of 
the scene. Still, this problem can be eliminated by 
proper pre-processing and is negligible compared 
to its value to the medical world. 
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3.2Image pre-processing 
 
Many complications occur when dealing with 3D 
images. The major ones are the variability in the 
depth dimension of the Images and the 
requirement of high GPU memory to train the 
images. Due to this, many 

studies[[9,10,11,12,13]] have used 2D CNN 
architectures where the three-dimensional image 
is treated as a group of independent slices. But 
these approaches discard some of the information 
which is present along the depth axis, that is, the 
Z-axis and the  

 

Figure 2: Classification of 3D Data Representations 
 

Preservation of 3D context is also prevented. 
However, some studies[[14,15,16,17]] have 
proved that better results can be achieved by using 
complete volumetric data. In this paper, we do the 
following pre-processing steps before sending the 
batches of images into the model. 

1. Firstly, the image is normalized by 
setting min and max values to -1000 
and 400 because above 400 Voxels are 
bones that consist of different radio 
intensities. In practice, a threshold in 
the range of -1000 to 400 is generally 
used for normalizing CT scans. 

2. To fix the data orientation, we first 
rotate the volumes by 90 degrees, and 
then we scale the Hounsfield values to 
be between 0 and 1. 

3. Then to resize the image. First, we have 
set our desired depth, the desired width, 
desired height to 64, 128, 128, and then 
we compute the depth, width, height 
factors  as follows: 

                                                     

𝐷𝑒𝑝𝑡ℎ 𝐹𝑎𝑐𝑡𝑜𝑟 =  
𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑑𝑒𝑝𝑡ℎ

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑑𝑒𝑝𝑡ℎ
 

𝐻𝑒𝑖𝑔ℎ𝑡 𝐹𝑎𝑐𝑡𝑜𝑟 =  
𝑑𝑒𝑠𝑖𝑟𝑒𝑑 ℎ𝑒𝑖𝑔ℎ𝑡

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ℎ𝑒𝑖𝑔ℎ𝑡
 

𝑊𝑖𝑑𝑡ℎ 𝐹𝑎𝑐𝑡𝑜𝑟 =  
𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑤𝑖𝑑𝑡ℎ

𝑐𝑢𝑟𝑟𝑒𝑛𝑡 𝑤𝑖𝑑𝑡ℎ
 

4. Then the images were resized across the 
z-axis using the computed width, 
height, depth factors. 
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3.3 Data Augmentation 

 
It is one of the most common ways of reducing 
overfitting in Image classification tasks, 
especially while using neural networks. 
Alexnet[19] was the first to use this technique. It 
is not only used for this purpose in the majority of 
the cases; it is used to tackle the problem of the 
availability of fewer data. Many types of Data 
augmentation will be used to create more copies 
of existing images by enlarging some of the areas, 
rotating the images in various angles, and flipping 
the image horizontally or vertically based on the 
type and nature of the image. The image instances 
generated must be as realistic as possible. A 
human must not guess that the augmented image 
is obtained from an existing image, while simply 
adding white noise to the image will not be 
helpful; whatever the modifications made, they 
must be learnable. 

In this paper, we are dealing with three-
dimensional images, and as we have already 
normalized and resized the images across the z-
axis. The training set was augmented while the 
validation set was not touched.  As we are using 
3D convolutions to extract the features, we have 
added a dimension of size 1 to every image which 
was stored in the form of rank three tensors of 
shape [samples, height, width, depth] to be 
converted into the form which is like [samples, 
height, width,  depth, 1]. Then we have rotated the 
images at random angles to generate a variance in 
the dataset. 

 
4.MODEL ARCHITECTURES 

 
The main difference between 2D CNNs and 3D 
CNNs is that 2D CNNs fail to exploit the depth 
dimension that is available in 3D images, there are 
various architectures proposed and used by many 
studies[[7, 8, 14, 15, 16, 17]] and it is proved that 
they have been successful in taking advantage of 
all the rich features provided by 3D images. The 
architectures that we have used in our work are 
discussed one by one as follows: 

 

 

4.1Voxnet 
 

This architecture has shown promising results in 
the works of [[7, 17, 18, 15]]. The structure is 
almost similar to that of VGG when it comes to 
the number of filters and kernel size, except that 
this is extended for 3d images. The model that we 
used in our work consists of 17 layers. In the first 
layer, the batches of images are taken as input, and 
they are forwarded to the first convolution layers, 
which contain a total of  

 

Figure 3: Sigmoid Function 
 

64 filters whose kernel size is 3X3X3 along with 
RELU[20][21][figure 5], which was used as an 
activation function to avoid the problem of 
vanishing gradients which was a common 
problem in activation functions like 
sigmoid[21][figure 3] and tanh[figure 4], 
considering the fact we are dealing with 3D CNNs 
which will have lots of parameters. 

 

Figure 4: Tanh Function 
 

Following the convolution layer, we added and a 
maxpool layer with poolsize 2X2X2. This was 
followed by a Batch-Normalization layer which 
consists of some non-trainable parameters in the 
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model, and it is mathematically represented as in 
the [eq-no 1].  

 

Figure 5: RELU Function 
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Equation 1 Batch Normalization Equation 

 
 

The next three layers are the same as the above 
three with a Convolution, Maxpool, Batch-
Normalization. The next three layers also follow 
the same architecture except that the number of 
filters increased to 128 in the conv layer. The 
patterns repeat the same even in the coming layers 
with the number of filters set to 256 in the 
convolution layer; then, at final, the feature maps 
are subjects to a Global-average-pooling 3D layer 
and a Dense layer with 512 neurons with a 
Dropout rate of 0.3 is added to the model. Finally, 
an output layer with 1 neuron is added to the 
model with sigmoid[21][eq-no 2]  as an activation 
function as we deal with binary classification. The 
pictorial architecture of the model is shown in 
figure[6] 

𝑆(𝑥) =
1

1 + 𝑒ି௫
 

Equation 2 Sigmoid Function 

 

Figure 6: Architecture 4.1 
 

4.2 Architecture  
 
Then we experimented with the architecture used 
by [15]  for human action recognition with some 
slight modifications. Firstly, we added an Input 
layer that takes a tensor of shapes [samples, 
height, width, depth, 1]. Following it, a 
Convolution layer of  32 filters was applied with 
a kernel size of 7X7X3(7X7 denotes the spatial 
dimension and 3 lies in the temporal dimension) 

with an activation function of RELU[20][21] 
followed by a pooling layer of poolsize 2. Then a 
Convolution layer of 64 filters of kernel size 
7X6X3 along with 3X3 subsampling. Finally, a 
Convolution of 7X4 is added and connected to a 
Dense layer of 256 neurons and an output layer 
with a sigmoid[21] as the activation function. The 
architecture of the network is represented in the 
figure[7]. 
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4.3V-net 
 
As stated by [17], we built an Architecture almost 
similar to V-net except that we have used the 
network for classification. To begin with, we have 
added an Input layer to the model, which accepts 
an image input tensor of shape (128, 128, 64, 1) 
then a convolutional layer consisting of 16 filters 
with a kernel size of 5X5X3 with RELU[20][21] 
as the activation function followed by and Max 
Pooling layer of pool_size 2X2X2. Then the 
feature maps obtained from the first convolutional 
layer are subjected to another convolutional layer 
containing 32 filters with a kernel size of 5X5x3 
with RELU[20][21] as the activation function 
followed by a max pooling layer similar to the 
above layer. Again the same structure is followed 
for the next three blocks except that the filters are 
changed to 64, 128, 256 in each of the blocks. The 
first convolutional layer captures the majority of 

the important features. To fasten our process, we 
have used a Max Pooling layer at each stage and 
captured the most important features in each of 
the feature maps. Due to the action of the Max 
pooling layer, the images were reduced through 
each of the layers at the beginning it resized to 
(64, 64, 32)  and then to (32, 32, 16) following this 
to (16, 16, 8) and finally to (8, 8, 4). Then Global 
average pooling3D was performed, and we 
connected the obtained vector to a Dense layer 
consisting of 512 neurons with 
RELU[20][21][eq-no 3] as the activation 
function. At last, we have added an output layer 
with sigmoid[21] as the activation function as we 
are dealing with Binary classification; this 
architecture is represented in figure[8]. 

𝑦 = 𝑚𝑎𝑥(0, 𝑥) 

Equation 3 RELU Function 

 

Figure 7: Architecture 4.2 
 

 

Figure 8: Architecture 4.3 
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5.ENVIRONMENT SETUP 

 
We first processed and prepared the CT scan[5] 
dataset and divided it into training(70%)  and 
validation(30%)  sets randomly, then we split the 
SARS-Cov-2 CT-Scan dataset[6] into 
training(80%) and testing(20%). Our main 
objective was to make our model robust to all 
types of populations from various locations. We 
trained the model by combining the datasets [[5, 
6]] collected from different locations to achieve 
this. The training set of the SARS-Cov-2 CT-scan 
dataset was distributed randomly to the training 
and validation sets of the CT scan[5] dataset. The 
architecture 4.1 was trained using an Intel(R) 
Core(TM) i7-5820K CPU 3.30 GHz, 32 GB Ram 
along with a 4GB NVIDIA GEFORCE 1650 Ti 
GPU. We used Tensorflow 2 Library to build the 
network. The model was initially set to train for 
100 epochs with an initial learning rate of 0.0001 
with an exponential decay rate of 0.96 for every 
100000 steps. Binary cross entropy was used as 
our loss function, and we have used Adam[23] as 
our optimizer, whose formulation is represented 
in the equation[no 4] 

m ← 𝛽ଵm − (1 − 𝛽ଵ)∇ఏ𝐽(𝜃)

𝑠 ← 𝛽ଶs + (1 − 𝛽ଶ)∇ఏ𝐽(𝜃) ⊗ ∇ఏ𝐽(𝜃)

𝑚ෝ ←
𝑚

1 − 𝛽ଵ
ୃ

�̂� ←
𝑠

1 − 𝛽ଶ
ୃ

𝜃 ← 𝜃 + 𝜂𝑚ෝ ⊘ ඥ�̂� + 𝜀

 

Equation 4 Adams Equation 
 

The architecture 4.2 was trained using an Intel(R) 
Core(TM) i7-5820K CPU 3.30 GHz, 32 GB Ram, 
along with an 8GB NVIDIA RTX 2080 Ti GPU. 
We have followed the same approach as 
architecture 4.1, like using Tensorflow 2 library 
to build the model. It was set to train for 100 
epochs where we used a learning rate of 0.0001 
with an exponential decay rate of 0.96 for every 
10000 steps. In terms of loss function and 

optimizer, we have chosen Binary-crossentropy 
and Adam. 

Architecture 4.3; Same as architecture 4.2, 
Architecture 4.3 was trained using an Intel(R) 
Core(TM) i7-5820K CPU 3.30 GHz, 32 GB Ram, 
and an 8GB NVIDIA rtx 2080 Ti GPU. We have 
followed the same approach as architecture 4.1, 
like using Tensorflow 2 library to build the model. 
It was set to train for 100 epochs where we used a 
learning rate of 0.0001 with an exponential decay 
rate of 0.96 for every 10000 steps. In terms of loss 
function and optimizer, we have chosen Binary-
crossentropy and Adam. 

6.RESULTS 
 

The results obtained from our model are very 
promising as our end goal is to achieve high 
recall. Recall is nothing but out of the total 
number of positive labels, how many are 
predicted to be positive. As we are dealing with 
medical diagnosis, our goal is to get the type2 
error as low as possible. We have tested our model 
with 294 covid test samples, out of which our 
model correctly classified 286. We have achieved 
an accuracy of 75% on the testing data. The 
various metrics that we have evaluated are shown 
in the tables[1,2,3]. 

Of all the models, architecture 4.3 gave the best 
results with a “recall” of 0.98 on covid images, 
whereas architecture 4.2’s performance is the 
worst among the three architectures. Architecture 
4.1 also has a good “recall” of 0.97 on covid 
images, close to the recall obtained using 
architecture 4.3. Still, the number of trainable 
parameters for architecture 4.3 is 3,451,585, and 
architecture 4.1 is 1,351,873. The number of 
trainable parameters in architecture 4.3 is high 
relative to architecture 4.1, even though their 
recall values are almost identical. Architecture 4.1 
reduces the cost of resources and is a better choice 
in the case of low latency applications.  

Table 1: Metrics for Architecture 4.1 
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 Precision Recall F1 Score 

normal 0.96 0.56 0.71 

covid 0.64 0.97 0.77 

 
Table 2: Metrics for Architecture 4.2 

 
 Precision Recall F1 Score 

normal 0.83 0.60 0.69 

covid 0.62 0.84 0.72 

 
 
 
 
 
 

 
 

Table 3: Metrics for Architecture 4.3 
 

 Precision Recall F1 Score 

normal 0.97 0.48 0.64 

covid 0.60 0.98 0.74 

In the case of precision, the values are low in all 
three architectures. This is because the model 
predicted some of the non-covid samples as covid, 
but the main goal of this paper is to get very low 
Type 2 error, and we are successful in achieving 
this objective. However, we started investigating 
why this problem is occurring in the case of 
precision. 

 

Figure 9: Samples Labeled Incorrect 
 

So, we have analyzed the samples which have 
predicted non-covid samples as covid with a high 
probability score. Some of these samples seemed 
like covid. This may be due to manual errors 
while labeling the data by the creators. Some of 

these samples are shown in the figure[9]. As we 
do not possess much knowledge about radiology, 
we did not try to relabel the data. So, any further 
study regarding this problem will be appreciated.



Journal of Theoretical and Applied Information Technology 
15th December 2021. Vol.99. No 23 

© 2021 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
5802 

 

Figure 10: Confusion matrices of three Architectures 

 

The confusion matrices of the three architectures 
are shown in the figure[10]. The confusion matrix 
represents different combinations of the actual 
and predicted values. In the confusion matrices 
obtained, we can see that eight covid test samples 
are classified incorrectly when architecture 4.1 is 
used, and only five images are classified 
incorrectly if architecture 4.3 is used. However, 
46 images are incorrectly classified using 
architecture 4.2, which is relatively higher. 

 
7.CONCLUSION AND FUTURE WORK 
 
The architectures we have used gave good results, 
and the trainable parameters in the architectures 
4.1 and 4.2 are very few compared to many state-
of-the-art algorithms. The number of parameters 
in architecture 4.1 is 1.3 million, 3.4 million in 
architecture 4.2, and 1 million in architecture 4.3. 
The best performing model is architecture 4.3 
with a recall of 0.98, but architecture 4.1 with a 
recall of 0.97 will be most preferable when it 
comes to latency. We hope that our work can be 
used for real-time diagnosis, due to which results 
of diagnosis can be obtained faster, and many 
people's lives can be saved.  

Through this study, we can understand the power 
of deep learning, which can be leveraged to solve 
many complex issues like COVID-19. To build a 
robust system, many datasets of CT-Scan images 
from various geographical locations are required. 
Our next goal is to build a dataset consisting of 

CT-Scan images from patients in many states of 
India. As India is a densely populated and diverse 
country, CT-Scan images of patients from this 
diverse population can improve the model. 
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