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ABSTRACT

In this study, after applying the exponential family (Goel-Okumoto, Erlang) and non-exponential family distributions (Pareto, Log-Logistic) which are used in the field of reliability to the finite failure NHPP software reliability model, we compared and analyzed the reliability attributes reflecting the shape parameters of the proposed distribution. For this, software failure time data was used, parametric estimation was applied to the maximum likelihood estimation method, and nonlinear equations were calculated using the bisection method. As a result, in the analysis of the intensity function, the Log-Logistic model of the non-exponential family was efficient because the failure occurring rate decreases with the failure time and the mean square error is small. In the analysis of the mean value function, all the proposed models showed a slightly underestimated value compared to the true value, but the Goel-Okumoto model of the exponential family had a smaller margin of error than other models. As a result of evaluating the software reliability after putting the mission time in the future, the Erlang model was high and stable, but the Log-Logistic and Pareto model showed a small decreasing tendency. In conclusion, the exponential family models showed more efficiency than the general non-exponential family model but were ineffective than the log type (log-logistic) model. In this study, we have newly analyzed the software reliability attributes of the exponential family and non-exponential family distributions, which have no previous research cases, and expect it to be used as a basic guideline for software developers to search for the optimal software reliability model.
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1. INTRODUCTION

As software technology is widely applied in convergence industries, there is a growing need for high-quality software that can reliably process a variety of data without failure. To solve this problem, software developers are doing a lot of research and investment to explore ways to improve reliability. For this reason, software reliability models using the Non-Homogeneous Poisson Process (NHPP) have been extensively studied to improve software reliability. In particular, many NHPP software reliability models using the intensity function and the mean value function have been proposed to estimate the reliability attributes such as the number of residual failures and the failure rate [1]. In this process, Pham and Zhang [2] proposed a new model based on software reliability, while Gokhale and Trivedi [3] proposed an improved NHPP model. In particular, Kim [4] analyzed properties of the finite failure NHPP software model based on the modified Lindley type lifetime distribution, while Kim and Shin [5] analyzed the optimal software reliability attributes based on Gamma exponential family distribution models. Yang [6] proposed a new performance analysis results of the NHPP software reliability model based on Weibull lifetime distribution. Also, Yang [7] compared the property on the cost and release time of the software development model based on Lindley-type distribution. Therefore, in this study, after applying the exponential family and non-exponential family distributions which are used...
in the field of reliability to the finite failure NHPP software reliability model, we were newly analyzed the reliability attributes of the proposed models and will present the optimal software reliability model.

2. RELATED RESEARCH

2.1 NHPP Software Reliability Model

The NHPP model contains property about mean value \( m(t) \) and intensity pattern \( \lambda(t) \). \( N(t) \) is the cumulative number of failures of the software detected up to time \( t \), \( m(t) \) is a mean value function when \( \lambda(t) \) is expressed by an intensity function, the cumulative failure number \( N(t) \) follows a Poisson probability density function having a parameter \( m(t) \). The NHPP software reliability model is a model that measures the reliability using the mean failure rate function by the number of failures generated per unit time. That is, the mean value function \( m(t) \) and the intensity function \( \lambda(t) \) of the NHPP model are as follows.

In terms of software reliability, the mean value function represents a software failure occurrence expected value, the intensity function is the failure rate function, and means the failure occurrence rate per defect. Also, the time domain NHPP models are classified into a finite failure that the failure does not occur at the time of repairing the failure, and an infinite failure that the failure occurs at the time of repairing failure.

In this study, we will analyze the software reliability performance based on finite failure cases. That is, in the finite-failure NHPP model, if the expected value of the failure that can be found up to time \([0, t]\) is \( \Theta \), then the mean value function and the intensity function are as follows.

\[
m(t|\theta, b) = \theta F(t) \\
\lambda(t|\theta, b) = \theta f(t)
\]

Considering Eq. 4 and Eq. 5, the likelihood function of the finite-failure NHPP model is derived as follows.

\[
L_{NHPP}(\theta|x) = \left( \prod_{i=1}^{n} \lambda(x_i) \right) \exp[-m(x_n)]
\]

**Note:** \( x = (x_1, x_2, x_3, \ldots, x_n) \).

2.2 Exponential Family Distribution

2.2.1 Finite Failure NHPP: Goel-Okumoto Basic Model

The Goel-Okumoto model is a well-known basic model in the software reliability field. Let \( f(t) \) and \( F(t) \) for the Goel-Okumoto model be a probability density function and a cumulative density function, respectively.

Assuming that the failure expected value of the observation point \([0, t]\) is \( \Theta \), the finite failure strength function and the mean value function are as follows [8].

\[
\lambda(t|\theta, b) = \theta f(t) = \theta b e^{-bt} \\
m(t|\theta, b) = \theta F(t) = \theta (1 - e^{-bt})
\]

Note that \( \theta > 0, \ b > 0 \).

If using Eq. 7 and Eq. 8, the likelihood function of the finite-failure NHPP model is derived as follows.
The log-likelihood function, using Eq. 9, is simplified to the following log conditional expression.

$$L_{N_{H_{P}}}(\theta, b | x) = \left( \prod_{i=1}^{n} \theta b e^{-bx_i} \right) \exp[-\theta(1 - e^{-bx_n})]$$

(9)

Note that $x = (0 \leq x_1 \leq x_2 \leq \cdots \leq x_n)$.

The log-likelihood function, using Eq. 9, is simplified to the following log conditional expression.

$$\ln L_{N_{H_{P}}}(\theta | x) = n \ln \theta + n \ln b - b \sum_{k=1}^{n} x_k - \theta(1 - e^{-bx_n})$$

(10)

When Eq. 10 is partially differentiated concerning $\theta$ and $b$, the result is as follows.

$$\frac{\partial \ln L_{N_{H_{P}}}(\theta | x)}{\partial \theta} = \frac{n}{\theta} - 1 + e^{-bx_n} = 0$$

(11)

$$\frac{\partial \ln L_{N_{H_{P}}}(\theta | x)}{\partial b} = \frac{n}{b} - \sum_{i=1}^{n} x_i - b x_n e^{-bx_n} = 0$$

(12)

Therefore, the maximum likelihood estimator $\hat{\theta}_{M_{L_{E}}}$ and $\hat{b}_{M_{L_{E}}}$ can be calculated using the bisection method.

2.2.2 Finite Failure NHPP: Erlang Distribution Model

The Erlang distribution is the lifetime distribution of the exponential family widely used in the reliability field. The probability density function and the cumulative density function considering the shape parameter $(a)$ and the scale parameter $(b)$ are as follows [9].

The log-likelihood function to maximum likelihood estimation by using Eq. 15 and Eq. 16 is derived as follows.

$$f(t) = \frac{b^n}{\Gamma(n)} t^{a-1} e^{-bt}$$

(13)

$$F(t) = 1 - \sum_{i=0}^{n-1} \frac{(bt)^i}{i!}$$

(14)

Note. $a, b > 0, a = 1, 2, 3, \ldots, t \in [0, \infty]$.

Therefore, the strength function and the mean value function are as follows.

$$\lambda(t|a, b) = \theta f(t) = \theta \left( \frac{b^n}{\Gamma(n)} t^{a-1} e^{-bt} \right)$$

(15)

$$m(t|a, b) = \theta F(t)$$

(16)

The Log-likelihood function to maximum likelihood estimation by using Eq. 15 and Eq. 16 is derived as follows.

$$\ln L_{N_{H_{P}}}(a, b | x) = n \ln \theta - n \ln \Gamma(n) + n a \ln b$$

$$+(a - 1) \sum_{i=1}^{n} \ln x_i - b \sum_{i=1}^{n} x_i$$

$$- \theta + \theta e^{-bx_n} \sum_{i=0}^{a-1} \frac{(bx_n)^i}{i!}$$

(17)

Note. $x = (0 \leq x_1 \leq x_2 \leq \cdots \leq x_n)$

$\theta$ is parameter space.

When Eq. 17 is partially differentiated concerning $\theta$ and $b$, the result is as follows.

$$\frac{\partial \ln L_{N_{H_{P}}}(\theta | x)}{\partial \theta} = \frac{n}{\theta} - 1$$

$$+ e^{-bx_n} \left( \sum_{i=0}^{a-1} \frac{b x_n^i}{i!} \right) = 0$$

(18)
In this study, we will apply the case where the shape parameter (a) that determines the type of failure distribution is 2.

Therefore, Eq.18 and Eq. 19 are derived as follows.

\[
\frac{\partial \ln L_{NHPP}(\theta | x)}{\partial \theta} = \frac{n}{\theta} - 1 + e^{-bx_n}(1 + \hat{b}x_n) = 0
\]  

\[
\frac{\partial \ln L_{NHPP}(\theta | x)}{\partial b} = 2n - \sum_{i=1}^{n} x_i - \hat{b}x_n^2 - \hat{b}x_n = 0
\]

Therefore, the maximum likelihood estimator \( \hat{\theta}_{MLE} \) can be calculated using the bisection method.

\[
\ln L_{NHPP}(\theta | x) = n\ln \theta + n\alpha - n\beta
\]  

\[
+ \sum_{i=1}^{n} \ln \left[ 1 + \frac{x_i}{b} \right]^{-(\alpha + 1)} - \theta \left( 1 + \left[ \frac{x_i}{b} \right]^{-\alpha} \right)
\]

In this study, we apply the case where the shape parameter (a) that determines the type of failure distribution is 2.

2.3 Non-exponential Family Distribution

2.3.1 Finite Failure NHPP: Pareto Distribution Model

The Pareto distribution is a non-exponential family distribution widely used in the field of reliability that reflects mathematical and observable phenomena such as society, science, and physics. The probability density function and the cumulative density function considering the shape parameter (a) and the scale parameter (b) are as follows [10].

\[
f(t) = \frac{\alpha}{b} \left[ 1 + \frac{t}{b} \right]^{-(\alpha + 1)}
\]  

\[
F(t) = 1 - \left[ 1 + \left( \frac{t}{b} \right) \right]^{-\alpha}
\]  

Note: \( a, b > 0, \ t \in [0, \infty] \)

Assuming that the failure expected value of the observation point \([0, t]\) is \( \theta \), the finite failure strength function and the mean value function are as follows.

\[
\lambda(t|\theta, b) = \theta f(t) = \theta \left( \frac{a}{b} \left[ 1 + \frac{t}{b} \right]^{-(\alpha + 1)} \right)
\]

\[
m(t|\theta, b) = \theta F(t) = \theta \left( 1 - \left[ 1 + \left( \frac{t}{b} \right) \right]^{-\alpha} \right)
\]

Therefore, the log-likelihood function to maximum likelihood estimation by using Eq. 24 and Eq. 25 is derived as follows.

\[
\ln L_{NHPP}(\theta | x) = n\ln \theta + n\alpha - n\beta
\]  

\[
+ \sum_{i=1}^{n} \ln \left[ 1 + \frac{x_i}{b} \right]^{-(\alpha + 1)} - \theta \left( 1 + \left[ \frac{x_i}{b} \right]^{-\alpha} \right)
\]

When Eq. 26 is partially differentiated concerning \( \theta \) and \( b \), the result is as follows.

\[
\frac{\partial \ln L_{NHPP}(\theta | x)}{\partial \theta} = \frac{n}{\theta} - \left( 1 + \left[ \frac{x_i}{b} \right]^{-(\alpha + 1)} \right)
\]

\[
= 0
\]

\[
\frac{\partial \ln L_{NHPP}(\theta | x)}{\partial b} = - \frac{n}{b} + \frac{2x_i \hat{\theta}}{b^2} \left( 1 + \frac{x_i}{b} \right)^{-2}
\]  

\[
+ \frac{3}{4} \sum_{i=1}^{n} \ln \left( 1 + \frac{x_i}{2} \right) = 0
\]

Note that \( x = (x_1, x_2, x_3, \ldots, x_n) \).
Therefore, the maximum likelihood estimator $\hat{\theta}_{MLE}$ and $\hat{\tau}_{MLE}$ can be calculated using the bisection method.

### 2.3.2 Finite Failure NHPP: Log-Logistic Distribution Model

The Log-Logistic distribution has a property that increases and decreases in the form of failure rate and thus is a non-exponential family distribution widely used in the reliability field.

The probability density function and the cumulative distribution function considering the shape parameter $k$ are as follows [11].

\[
\begin{align*}
  f(t|\tau,k) &= \frac{\tau^k(t\tau)^{k-1}}{[1+(t\tau)^k]^2} \\
  F(t|\tau,k) &= \frac{(t\tau)^k}{[1+(t\tau)^k]}
\end{align*}
\]  

(29)  

(30)

Note that $\tau > 0$, $k > 0$

Therefore, the intensity function and the mean value function of the finite fault NHPP Log-Logistic model are as follows.

\[
\begin{align*}
  \lambda(t|\theta,\tau,k) &= \theta f(t) = \theta \frac{\tau^k(t\tau)^{k-1}}{[1+(t\tau)^k]^2} \\
  m(t|\theta,\tau,k) &= \theta F(t) = \theta \frac{(t\tau)^k}{[1+(t\tau)^k]}
\end{align*}
\]  

(31)  

(32)

Therefore, the log-likelihood function to maximum likelihood estimation by using Eq. 31 and Eq. 32 are derived as follows.

\[
\ln L_{NHPP}(\theta | x) = n\ln 2 + n\ln \theta + 2n\ln \tau + \sum_{i=1}^{n} x_i - n \sum_{i=1}^{n} \frac{(\tau x_i)^2}{[1 + (\tau x_i)^2]} - \frac{1}{\theta} \sum_{i=1}^{n} \frac{(\tau x_i)^2}{[1 + (\tau x_i)^2]}
\]

\[
\frac{\partial \ln L_{NHPP}(\theta | x)}{\partial \tau} = \frac{2n}{\hat{\tau}} - 2\hat{\tau} \sum_{i=1}^{n} \frac{x_i^2}{[1 + (\hat{\tau} x_i)^2]} \ln[1 + (\hat{\tau} x_i)^2]
\]

In this study, we apply the case where the shape parameter $k$ that determines the shape of failure lifetime distribution is 2.

And, if Eq. 33 is partially differentiated concerning $\theta$ and $\tau$, the maximum likelihood estimator $\hat{\theta}_{MLE}$ and $\hat{\tau}_{MLE}$ can be calculated using the bisection method.

\[
\frac{\partial \ln L_{NHPP}(\theta | x)}{\partial \theta} = \frac{n}{\hat{\theta}} - \frac{(\hat{\tau} x_n)^2}{[1 + (\hat{\tau} x_n)^2]} = 0
\]

(34)

\[
-\hat{\theta} \left( 2\hat{\tau} x_n^2 (1 + \hat{\tau}^2 x_n^2 - \hat{\tau}^2 x_n^2) \right) = 0
\]

(35)

Note that $x = (x_1, x_2, \ldots, x_n)$.

### 4. RELIABILITY PROPERTY ANALYSIS USING SOFTWARE FAILURE TIME

We will compare and analyze the reliability property of the proposed models using the software failure time data as shown in Table 1 [12].

This software failure time is the data that was occurred 30 times in 738.68 unit time.

Therefore, these simulation results can be utilized for reliability analysis in various software convergence industries.
Table 1: Software Failure Time Data.

<table>
<thead>
<tr>
<th>Failure Number</th>
<th>Failure Time (hours)</th>
<th>Failure Time (hours) × 10^-2</th>
<th>Failure Number</th>
<th>Failure Time (hours)</th>
<th>Failure Time (hours) × 10^-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30.02</td>
<td>0.3</td>
<td>16</td>
<td>151.78</td>
<td>1.51</td>
</tr>
<tr>
<td>2</td>
<td>31.46</td>
<td>0.31</td>
<td>17</td>
<td>177.50</td>
<td>1.77</td>
</tr>
<tr>
<td>3</td>
<td>53.93</td>
<td>0.53</td>
<td>18</td>
<td>180.29</td>
<td>1.8</td>
</tr>
<tr>
<td>4</td>
<td>55.29</td>
<td>0.55</td>
<td>19</td>
<td>182.21</td>
<td>1.82</td>
</tr>
<tr>
<td>5</td>
<td>58.72</td>
<td>0.58</td>
<td>20</td>
<td>186.34</td>
<td>1.86</td>
</tr>
<tr>
<td>6</td>
<td>71.92</td>
<td>0.71</td>
<td>21</td>
<td>256.81</td>
<td>2.56</td>
</tr>
<tr>
<td>7</td>
<td>77.07</td>
<td>0.77</td>
<td>22</td>
<td>273.88</td>
<td>2.73</td>
</tr>
<tr>
<td>8</td>
<td>80.90</td>
<td>0.8</td>
<td>23</td>
<td>277.87</td>
<td>2.77</td>
</tr>
<tr>
<td>9</td>
<td>101.90</td>
<td>1.01</td>
<td>24</td>
<td>453.93</td>
<td>4.53</td>
</tr>
<tr>
<td>10</td>
<td>114.87</td>
<td>1.14</td>
<td>25</td>
<td>535</td>
<td>5.35</td>
</tr>
<tr>
<td>11</td>
<td>115.34</td>
<td>1.15</td>
<td>26</td>
<td>537.27</td>
<td>5.37</td>
</tr>
<tr>
<td>12</td>
<td>121.57</td>
<td>1.21</td>
<td>27</td>
<td>552.90</td>
<td>5.52</td>
</tr>
<tr>
<td>13</td>
<td>124.97</td>
<td>1.24</td>
<td>28</td>
<td>673.68</td>
<td>6.73</td>
</tr>
<tr>
<td>14</td>
<td>134.07</td>
<td>1.34</td>
<td>29</td>
<td>704.49</td>
<td>7.04</td>
</tr>
<tr>
<td>15</td>
<td>136.25</td>
<td>1.36</td>
<td>30</td>
<td>738.68</td>
<td>7.38</td>
</tr>
</tbody>
</table>

Laplace trend test was applied to confirm the software failure time data as shown in Figure 1.

In general, if the Laplace factor estimates are distributed between -2 and 2, the data are reliable because the extreme values do not exist and are stable [13].

As a result of this test, the estimated value of the Laplace factor was distributed between 0 and 2, as shown in Figure 1. Thus, it is possible to use this data because there is no extreme value.

Also, the maximum likelihood estimation(MLE) method was used to calculate parameter estimation [14].
The calculation method of the nonlinear equations was solved by the bisection method, and the results are shown in Table 2.

As the basis for determining the efficient model, the mean square error (MSE) is defined as follows [15].

\[
MSE = \frac{\sum_{i=1}^{n} (m(x_i) - \hat{m}(x_i))^2}{n - k}
\]  

(36)

Note that \( m(x_i) \) is the total accumulated number of errors observed within time \( x_i \), \( \hat{m}(x_i) \) is the cumulative number of errors at time \( x_i \) obtained from the fitting mean value function, \( n \) is the number of observations, and \( k \) is the number of parameters to be estimated.

When selecting an efficient model, the smaller the mean square error (MSE), the more efficient the model.

The coefficient of determination \( (R^2) \) is a measuring value to the explanatory power of the difference between the target value and the observed value.

When selecting an efficient model, the larger the value of the decision coefficient, the more efficient the model because the error is relatively small.

Thus, it can be derived as follows [16].

\[
R^2 = 1 - \frac{\sum_{i=1}^{n} (m(x_i) - \hat{m}(x_i))^2}{\sum_{i=1}^{n} (m(x_i) - \sum_{j=1}^{n} m(x_j)/n)^2}
\]  

(37)

As shown in Table 2, the Log-Logistic model is more efficient than the Erlang model.

But, the Goel-Okumoto basic model having the largest coefficient of determination and the smallest mean square error showed the best performance among the proposed models.

<table>
<thead>
<tr>
<th>Type</th>
<th>Model (Shape Parameter)</th>
<th>MLE (Maximum Likelihood Estimation)</th>
<th>Model Comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exponential Family Distribution</td>
<td>Goel-Okumoto Basic</td>
<td>( \hat{\theta} = 33.408 ) ( \hat{\beta} = 0.505 )</td>
<td>MSE 5.642 ( R^2 = 0.981 )</td>
</tr>
<tr>
<td></td>
<td>Erlang (a=2)</td>
<td>( \hat{\theta} = 30.849 ) ( \hat{\beta} = 0.742 )</td>
<td>MSE 14.191 ( R^2 = 0.985 )</td>
</tr>
<tr>
<td>Non-exponential Family Distribution</td>
<td>Pareto (a=2)</td>
<td>( \hat{\theta} = 31.206 ) ( \hat{\beta} = 1.811 )</td>
<td>MSE 45.599 ( R^2 = 0.865 )</td>
</tr>
<tr>
<td></td>
<td>Log-Logistic (k=2)</td>
<td>( \hat{\theta} = 32.241 ) ( \hat{\beta} = 0.495 )</td>
<td>MSE 6.978 ( R^2 = 0.972 )</td>
</tr>
</tbody>
</table>
Figure 2 shows the transition of mean square error (MSE) according to each failure number. Also, in this figure, the Log-Logistic model of the non-exponential family showed an efficient performance in terms of fitness because the mean square error tends to be smaller than the Erlang model of the exponential family.

Figure 3 shows trends in the strength function, which is the failure occurring rate per defect. Also, in the analysis of the intensity function, the intensity function estimation ($\lambda(t)$) of the proposed models are shown in Table 3.

The Log-Logistic model shows the greatest increasing and decreasing tendency as the failure time passes, and the Erlang model also shows a similar pattern, and that is mean more efficient than the other models in terms of fitness [17].

![Figure 2: Transition of Mean Square Error.](image1)

![Figure 3: Transition of Intensity Function $\lambda(t)$.](image2)
Table 3: Intensity Function Estimate of The Proposed Models.

<table>
<thead>
<tr>
<th>Failure Number</th>
<th>Failure Time (hours) × 10^{-2}</th>
<th>Exponential Family Distribution</th>
<th>Non-exponential Family Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Goel-Okumoto Model</td>
<td>Erlang Model</td>
</tr>
<tr>
<td>1</td>
<td>0.3002</td>
<td>9.408894912</td>
<td>4.54451278</td>
</tr>
<tr>
<td>2</td>
<td>0.3146</td>
<td>9.367122098</td>
<td>4.70848365</td>
</tr>
<tr>
<td>3</td>
<td>0.5393</td>
<td>8.738806367</td>
<td>6.75530813</td>
</tr>
<tr>
<td>4</td>
<td>0.5529</td>
<td>8.702159464</td>
<td>6.85144663</td>
</tr>
<tr>
<td>5</td>
<td>0.5872</td>
<td>8.610414931</td>
<td>7.08142870</td>
</tr>
<tr>
<td>6</td>
<td>0.7192</td>
<td>8.266279338</td>
<td>7.81214276</td>
</tr>
<tr>
<td>7</td>
<td>0.7707</td>
<td>8.135775045</td>
<td>8.03687798</td>
</tr>
<tr>
<td>8</td>
<td>0.809</td>
<td>8.040058096</td>
<td>8.1841484</td>
</tr>
<tr>
<td>9</td>
<td>1.019</td>
<td>7.53490564</td>
<td>8.72868979</td>
</tr>
<tr>
<td>10</td>
<td>1.1487</td>
<td>7.238898175</td>
<td>8.8788558</td>
</tr>
<tr>
<td>11</td>
<td>1.1534</td>
<td>7.228392754</td>
<td>8.88208161</td>
</tr>
<tr>
<td>12</td>
<td>1.2157</td>
<td>7.090571963</td>
<td>8.91101209</td>
</tr>
<tr>
<td>13</td>
<td>1.2497</td>
<td>7.016468362</td>
<td>8.91679436</td>
</tr>
<tr>
<td>14</td>
<td>1.3407</td>
<td>6.821920354</td>
<td>8.90074204</td>
</tr>
<tr>
<td>15</td>
<td>1.3625</td>
<td>6.776120964</td>
<td>8.89059584</td>
</tr>
<tr>
<td>16</td>
<td>1.5178</td>
<td>6.458629277</td>
<td>8.75746151</td>
</tr>
<tr>
<td>17</td>
<td>1.775</td>
<td>5.965198361</td>
<td>8.35358465</td>
</tr>
<tr>
<td>18</td>
<td>1.8029</td>
<td>5.91399283</td>
<td>8.29940995</td>
</tr>
<tr>
<td>19</td>
<td>1.8221</td>
<td>5.879010169</td>
<td>8.26117959</td>
</tr>
<tr>
<td>20</td>
<td>1.8634</td>
<td>5.804460705</td>
<td>8.17648718</td>
</tr>
<tr>
<td>21</td>
<td>2.5681</td>
<td>4.668670815</td>
<td>6.44795373</td>
</tr>
<tr>
<td>22</td>
<td>2.7388</td>
<td>4.428797529</td>
<td>6.00677399</td>
</tr>
<tr>
<td>23</td>
<td>2.7787</td>
<td>4.374529666</td>
<td>5.90466298</td>
</tr>
<tr>
<td>24</td>
<td>4.5393</td>
<td>2.539008395</td>
<td>2.39117452</td>
</tr>
<tr>
<td>25</td>
<td>5.35</td>
<td>1.976380831</td>
<td>1.48271057</td>
</tr>
<tr>
<td>26</td>
<td>5.3727</td>
<td>1.962566409</td>
<td>1.46246440</td>
</tr>
<tr>
<td>27</td>
<td>5.529</td>
<td>1.870033433</td>
<td>1.32973342</td>
</tr>
<tr>
<td>28</td>
<td>6.7368</td>
<td>1.287556336</td>
<td>0.62234380</td>
</tr>
<tr>
<td>29</td>
<td>7.0449</td>
<td>1.170631339</td>
<td>0.50985928</td>
</tr>
<tr>
<td>30</td>
<td>7.3868</td>
<td>1.053266312</td>
<td>0.40775735</td>
</tr>
</tbody>
</table>
Figure 4 shows the pattern trend for the mean value function, which is the failure occurring expected value.

In this figure, all models show underestimated the difference between the true values, but the Pareto model shows the biggest error estimation. Also, the Log-Logistic model is more efficient than the Erlang model because the error width is small.

Let analyze the reliability performance of the proposed models for future mission time.

Here, reliability is the probability that a software failure will occur when testing at $x_n = 738.6 \times 10^{-5}$, and no software failure will occur between confidence intervals $[x_n, x_n + \tau]$ where $\tau$ is the future mission time. Therefore, the reliability of future mission time is as follows [14] [18].

$$
\hat{R}(\tau|x_n) = e^{-\int_{x_n}^{x_n+\tau} \lambda(t)dt}
$$

$$
= \exp[-(m(x_n + \tau) - m(x_n))]
$$

$$
= \exp[-(m(7.3868 + \tau) - m(7.3868))]
$$

![Figure 4: Pattern of Mean Value Function $m(t)$](image)

![Figure 5: Transition of Reliability $\hat{R}(t)$](image)
Table 4: Reliability Estimate of The Proposed Models.

<table>
<thead>
<tr>
<th>Failure Number</th>
<th>Mission Time(hours)</th>
<th>Exponential Family Distribution</th>
<th>Non-exponential Family Distribution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Goel-Okumoto Model</td>
<td>Erlang Model</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>0.901481311</td>
<td>0.9613042</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.613872884</td>
<td>0.8405781</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.404105582</td>
<td>0.7421531</td>
</tr>
<tr>
<td>4</td>
<td>1.5</td>
<td>0.282426941</td>
<td>0.6789798</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>0.207773873</td>
<td>0.6373070</td>
</tr>
<tr>
<td>6</td>
<td>2.5</td>
<td>0.159720508</td>
<td>0.6092878</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>0.127492089</td>
<td>0.5902006</td>
</tr>
<tr>
<td>8</td>
<td>3.5</td>
<td>0.105103598</td>
<td>0.5770828</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>0.089075413</td>
<td>0.5680152</td>
</tr>
<tr>
<td>10</td>
<td>4.5</td>
<td>0.077301032</td>
<td>0.5617243</td>
</tr>
<tr>
<td>11</td>
<td>5</td>
<td>0.06845848</td>
<td>0.5537505</td>
</tr>
<tr>
<td>12</td>
<td>5.5</td>
<td>0.061691009</td>
<td>0.5543060</td>
</tr>
<tr>
<td>13</td>
<td>6</td>
<td>0.056427126</td>
<td>0.5521860</td>
</tr>
<tr>
<td>14</td>
<td>6.5</td>
<td>0.052275598</td>
<td>0.5507098</td>
</tr>
<tr>
<td>15</td>
<td>7</td>
<td>0.048962242</td>
<td>0.5496823</td>
</tr>
<tr>
<td>16</td>
<td>7.5</td>
<td>0.046290794</td>
<td>0.5489675</td>
</tr>
<tr>
<td>17</td>
<td>8</td>
<td>0.04411804</td>
<td>0.5484706</td>
</tr>
<tr>
<td>18</td>
<td>8.5</td>
<td>0.042337642</td>
<td>0.5481254</td>
</tr>
<tr>
<td>19</td>
<td>9</td>
<td>0.040869388</td>
<td>0.5478858</td>
</tr>
<tr>
<td>20</td>
<td>9.5</td>
<td>0.039651898</td>
<td>0.5477196</td>
</tr>
<tr>
<td>21</td>
<td>10</td>
<td>0.038637593</td>
<td>0.5476045</td>
</tr>
<tr>
<td>22</td>
<td>10.5</td>
<td>0.037789158</td>
<td>0.5475247</td>
</tr>
<tr>
<td>23</td>
<td>11</td>
<td>0.037077019</td>
<td>0.5474695</td>
</tr>
<tr>
<td>24</td>
<td>11.5</td>
<td>0.036477513</td>
<td>0.5474314</td>
</tr>
<tr>
<td>25</td>
<td>12</td>
<td>0.035971547</td>
<td>0.5474050</td>
</tr>
<tr>
<td>26</td>
<td>12.5</td>
<td>0.0355436</td>
<td>0.5473868</td>
</tr>
<tr>
<td>27</td>
<td>13</td>
<td>0.035180969</td>
<td>0.5473742</td>
</tr>
<tr>
<td>28</td>
<td>13.5</td>
<td>0.034873196</td>
<td>0.5473656</td>
</tr>
<tr>
<td>29</td>
<td>14</td>
<td>0.034611625</td>
<td>0.5473596</td>
</tr>
<tr>
<td>30</td>
<td>14.5</td>
<td>0.034389061</td>
<td>0.5473555</td>
</tr>
</tbody>
</table>
As shown in Figure 5, the Erlang model shows a higher reliability trend than the other models in which the reliability decreases with the mission time, but the Goel-Okumoto basic model showed the highest reliability trend.

Also, in the analysis of the reliability, the reliability estimate ($R(t)$) of the proposed models are shown in Table 4. As shown in Table 4, the larger the reliability estimate, the better the reliability performance.

That is, the Erlang model showed the best performance among the proposed models because of its high reliability.

3. CONCLUSION

This study is based on the finite failure NHPP model that no new defects occur during the removal or correction process of software defects. Also, the software reliability attributes were solved by analyzing the reliability performance factor ($m(t)$, $\lambda(t)$, $R(t)$) using exponential family distribution widely applied in the field of reliability and non-exponential family distribution known as efficient distribution.

The results of this study can be summarized as follows.

First, in the analysis of the strength function, the Log-Logistic model of exponential family distribution was the most efficient in terms of reliability fitness. This is because the failure occurring rate of the Log-Logistic distribution shows the greatest increasing and decreasing tendency as the failure time passes, and the mean square error (MSE) is also small.

Second, in the analysis of the mean value function, all the proposed models showed underestimation patterns in the error estimation for true values, but the Pareto model showed the biggest error estimation. Also, the Log-Logistic model is more efficient than the Erlang model of non-exponential family distribution because of the small error.

Third, in the analysis of mission reliability, the Erlang model showed a higher reliability trend than the other models in which the reliability decreases with the mission time. That is, the Erlang model is more effective than other models because of its high reliability. In a comprehensive analysis, the exponential family distribution was found to be more efficient than the general non-exponential family distribution but was more ineffective than the Log-type (Log-Logistic) distribution.

As a result, we have newly analyzed the software reliability attributes of exponential family and non-exponential distributions, which have no previous research cases, and expect it to be used as a basic guideline for software developers to search for the optimal software reliability model. Also, further research will be needed to find the optimal model through the reliability comparative analysis after applying the same type of software failure time data to various reliability models.
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