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ABSTRACT 
 

The increase in wireless applications, limited spectrum resources and the fixed allocation policy have 
caused the radioelectric spectrum to present shortage problems. Cognitive radio (CR) emerged as a solution 
to solve the problems of allocation and spectrum scarcity, it is a dynamic allocation technique, which 
identifies spectral opportunities and then automatically configures the system according to the 
electromagnetic environment. One of the most important aspects in cognitive radio networks (CRN) is the 
spectral decision function, which involves challenges and a high level of complexity, due to the need to 
work with real characteristics, such as multi-user spectral allocation and network externality. This work 
analyzes the decision-making process in CRN with multi-user access using Markov chains. The analysis is 
performed for the access of 3 users based on the number of total accumulated handoffs, number of total 
accumulated failed handoffs, average bandwidth, average delay, and average Throughput. The results show 
that the best performance is for the scenario with 1 user, the lowest performance is for the scenario with 3 
users. The results obtained indicate that the users opportunistically used a greater bandwidth, maximizing 
the effective transfer capacity without affecting the transmission of the licensed users. 

Keywords: Cognitive Radio Networks, Decision-making Model, Markov Chains, Multi-user Access, 
Spectral Mobility 

 
 
1. INTRODUCTION  
 

The growth of wireless applications poses 
new challenges in future communication systems, 
total mobile data traffic is expected to grow to 49 
exabytes per month [1]–[5]. This, together with the 
fact that the current allocation policies are fixed and 
regulated by the state [6], has caused the 
radioelectric spectrum to present shortage 
problems. 

 
CRN are a solution to solve the problems 

of fixed allocation and spectrum scarcity. CR 
requires the implementation of techniques based on 
optimization models, artificial intelligence, 
stochastic processes, complex systems, machine 
learning, deep learning, among others. In the CR 
there are two types of users, the user who accesses 
the frequency bands in a licensed way, called 
licensed or primary (PU), and the unlicensed or 
secondary user (SU) who uses the spectrum 
opportunistically [7], [8]. 

 

In order for spectrum to be used 
opportunistically, CRN work with a management 
model called the cognitive cycle and is shown in 
Figure 1. The model is characterized by four main 
functions: spectrum detection, spectrum decision , 
spectrum mobility and spectrum sharing [9], [10]. 
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Figure 1: Basic cognitive cycle [11] 
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In CRN, users make intelligent decisions 
based on the actions taken by other users, the 
probability that two or more users choose the same 
channel is high [12]. Therefore, to model the 
network under realistic traffic parameters, it is 
necessary to analyze simultaneous multi-user 
access [13], [14]. Wireless communication between 
multiple users is one of the challenges for next-
generation systems. 

 
We consider a multi-user CRN with PU 

and SU pairs, as shown in Figure 2. Each SU 
transmitter and its corresponding SU receiver are 
within the transmission range of the other. 
Therefore, the existence of a communication 
between two SU depends on the time-varying 
activities of the PU. As illustrated in the figure, 
multiple SU can access the same channel, and one 
SU can have more than one channel for selection 
[15]. 
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Figure 2: Multi-user scenario 

 
Most studies assume that the usefulness of 

an SU is independent of the decisions made by 
other SU, however, such an assumption is not true, 
especially when considering scenarios in which SU 
share or compete for certain resources [16]. When 
making the channel access decision, each SU 
should not only consider the channel quality, but 
should also take into account the channel access 
decisions of other SU, the more the SU access the 
same channel, the lower the throughput. that can 

reach each SU due to interference between them 
[17], [18]. 

 
There are multiple spectral decision 

strategies to improve the performance of wireless 
networks [12], [19], [20], for distributed 
architectures the models that are generally 
implemented are Markov chains and game theory 
[20]–[22]. Numerous applications of Markov 
algorithms in CR have been employed for cognitive 
motor analysis [23]–[26]. 

This article implements and analyzes the 
decision-making process in CRN for multi-user 
access using Markov chains. To characterize the 
behavior of users in the radio environment, SU 
share information before accessing the spectrum. 
The analysis is performed for 3 SU access based on 
the number of total accumulated handoffs, number 
of total accumulated failed handoffs, average 
bandwidth, average delay, and average Throughput. 

This work is organized in four sections. 
Section 2 presents a theoretical description of 
Markov chains. In section 3 the methodology is 
presented, which describes the structure of the 
proposed strategy with the respective algorithms 
used. The results obtained are presented in section 
4. Section 5 presents the general conclusions of the 
work. 

2. MARKOV CHAINS 

A Markov chain or Markov model is a 
probability theory model that analyzes, through a 
finite number of states, the probability of an event 
occurring in a given time from the previous states. 
Markov chains can be represented as state diagrams 
(Figure 3). The states are equivalent to the nodes 
(circles) and the transition as lines with direction 
labeled with the respective probabilities [27]–[32]. 
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Figure 3: Representation of a Markov chain 
 

In a finite chain with m possible states E1, 
E2, ..., Em the notation described through equation 
(1) is introduced. 
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If pij > 0 the state Ei can communicate 

with Ej. Communication is mutual if pji > 0. For 
each fixed i, the values {pij} are a probability 
distribution. The pij values are called transition 
probabilities and satisfy equatio (2). 
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j
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     (2) 

 
All the values are combined and form the 

transition matrix T of size m x m (equation (3)). 
Where each row of the matrix is a probability 
distribution, that is, they satisfy equation (2). 
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A particular analysis of a three-state 

Markov chain is presented in Figure 4. he transition 
matrix T of size 3 x 3 is presented in equation (4). 
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Figure 4: Three-state Markov chain 
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3. METHODOLOGY 

This work analyzes the decision-making 
process in CRN with multi-user access. For 
decision making, Markov chains are implemented, 
spectral mobility metrics are used. Figure 5 
presents the block diagram of the implemented 
strategy. The description of each of the blocks is 
described in detail in the following sections. 
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Figure 5: Block diagram implemented strategy 

 
3.1. Multi-user Access (Serial Users) 

Multi-user access on CRN is a challenge 
for next-generation networks. This work allows to 
include this characteristic, through the access of 
serial users in the decision-making process. The 
objective is to include the effect of SU decisions on 
the utility of the other SU. To include this behavior, 
an algorithm is developed that allows SU to share 
information before accessing the spectrum, and 
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according to this information, make access 
decisions to the respective channels.  

The characteristics that can be assigned to 
the SU are diverse, this work analyzes the scenario 
where the different users present the same behavior. 
They all have the same priority and require the 
same resources. The methodology consists of 
serially sending a finite number of users, the 
number of users is a parameter that adjusts to the 
input of the model. Figure 6 presents the flow chart 
of the implemented multi-user access algorithm. 
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Figure 6: Multi-user access flowchart 

 
3.2. Decision Making 

The decision-making process is carried out 
by implementing Markov chains, the methodology 
consists of constructing the matrix of transition 
probabilities through the spectral occupation 
information. The spectral occupancy is an 
availability matrix measured through a monitoring 

system, this information characterizes the radio 
environment and allows training and evaluating the 
decision-making algorithm (Figure 6). The rows of 
the availability matrix represent the instants of time 
and the columns the channels. Table 1 presents the 
size of the data used for training and validation 
[33].  

Table 1: Training and validation data 

Data 
Time Steps 

(Rows) 
Channels 

(Columns) 
Training 10800 

550 
Validation 1800 

The matrix of transition probabilities is 
obtained from the training data, establishes the 
probabilities of current and future state that are 
necessary for the implementation of the chains. The 
transition probabilities will be used in the validation 
of the model and will allow to quantify the spectral 
mobility. Markov chains establish as a requirement 
to know the current and future state of the system, 
this work defines a present state as the current time 
steps and the future state as the time steps + 1.  

The strategy used for current states models 
each time steps as a positive integer. Figure 7 
describes the methodology, each row of the training 
availability matrix is represented as a binary 
number, each bit corresponds to a channel. The 
available channels are represented as a logical one 
(1), the occupied channels are represented as a 
logical zero (0) [34], [35]. Subsequently, each of 
the binary representations of the channels is 
concatenated to form a single binary number for 
each time step, and the conversion from base 2 to 
base 10 is carried out. 
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Figure 7: Representation of a current state 

For future states, a sweep of the training 
matrix is performed according to the set of current 
states obtained, the states with the highest and 
lowest occurrence are determined by evaluating all 
the channels of the future time steps and finally the 
results are normalized. The flowchart in Figure 8 
presents the logic of the algorithm implemented to 
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establish current and future states. It starts with the 
representation of each time step as an integer, this 
decimal representation allows quantifying the 
current state and identifying the future state. 

 According to the number of future states 
identified, the prediction with the highest 
probability is determined. The general objective of 
the methodology is to establish a ranking for the 
channels, in the first positions of the ranking are the 
channels with the best availability probabilities, in 
the last positions of the ranking are the channels 
with the lowest availability probabilities. During 
spectral mobility, if an SU finds an available 
channel, it is said that the prediction was correct, if 
on the contrary, it finds that the channel is occupied 
by a PU, it is said that the prediction was low and 
must perform a channel jump according to the next 
best probability of availability established in the 
Ranking. 
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Figure 8: Decision-making flowchart with Markov 

3.2.1. Spectral mobility 

Spectral mobility is a function of the 
cognitive cycle that analyzes the channel changes 
or channel hopping that an SU performs. To 
quantify the spectral mobility of the multiple users, 
the behavior of the spectral handoffs is analyzed. 
Figure 9 presents the block diagram of the proposed 
model. For the evaluation of the model, the figures 
of bandwidth, handoffs, failed handoffs, delay and 
Throughput are used. 

Search 
Algorithm

Decision Making 
(Markov)

Ranking 

Figure 

 
Figure 9: Spectral Mobility 

 
Ranking for multiple user access: The 

Ranking is a row vector where the scores of the 
different channels are ordered in descending order. 
Scores are assigned according to the assigned 
probabilities in the present and future states. The 
highest scores represent the channels with the best 
odds, the lowest scores represent the channels with 
the lowest odds. 

 
Multi-user search algorithm: This 

algorithm generates the spectral mobility 
information for multiple users. Use the previously 
generated Ranking as input information. According 
to the scores, it performs channel jumps (columns) 
in the availability matrix until it finds a spectral 
opportunity, when it finds an available channel, the 
algorithm makes a row change (time) and starts the 
search again, this process is repeated until the 
transmission time is complete. The process 
described corresponds to the analysis of spectral 
mobility of a user, for multiple users the analysis is 
equivalent, the difference is that the availability 
matrix is permanently updated indicating which 
channels have been occupied. 
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3.3. Performance Metrics 
 
The metrics used correspond to the figures 

of the number of total accumulated handoffs, 
number of total accumulated failed handoffs, 
average bandwidth, average delay and the 
throughput average. Table 2 presents the 
description of the performance metrics for the 
decision-making technique used during the SU 
transmission time. For the number of users, there is 
no optimal configuration, it is a characteristic 
associated with the wireless network that needs to 
be analyzed. For this work, the access of 3 SU was 
analyzed during a transmission time of 9 minutes. 
 

Table 2: Implemented performance metrics 
Name Description 

Cumulative 
total handoff 

number 
Number of handoffs performed 

Cumulative 
number of 

failed 
handoffs 

Number of handoffs that the SU 
could not materialize because it 
found the channel occupied 

Average 
bandwidth 

Average bandwidth used by the 
SU 

Average 
delay 

Total average time experienced 
by the SU during the 
transmission of a certain amount 
of information 

Average 
Throughput 

It is the effective data rate 
transmitted by the SU. 

 
4. RESULTS 

The results are presented through the 
metrics associated with performance. The 
algorithms were developed in MathWorks - Matlab 
R2020b, on a computer with 24 GB of RAM, an

 Intel (R) Core (TM) i7-7700HQ 2.8 GHz processor 
and a Microsoft Windows 10 64-bit operating 
system. 

Figure 10 presents the behavior for the 
accumulated Handoff number, this metric is cost, 
therefore, the best performance is for the scenario 
with 1 SU access, the worst performance is for the 
scenario with 3 SU access. 

Figure 11 presents the behavior for the 
accumulated number of Failed Handoffs, this 
metric is cost, therefore, the best performance is for 
the scenario with 1 SU access, the worst 
performance is for the scenario with 3 SU access. 

Figure 12 presents the behavior for the 
Average Delay, this metric is cost and is obtained 
based on the number of handoffs, therefore, the best 
performance is for the scenario with 1 SU access, 
the worst performance is for the scenario with 3 SU 
access. 

 
Figure 13 presents the Average 

Bandwidth, as it is a benefit metric, it is observed 
that during the 9 minutes of transmission the best 
performance is the scenario with 1 SU access 
presents the best performance, the worst 
performance is for the scenario with 3 SU access. 
For minute 2, 4 and 7 it is identified that the 2 SU 
scenario overlaps with the 1 SU. 
 

Figure 14 presents the average throughput, 
as it is a benefit metric, it is observed that during, 
with the exception of minute 4, the scenario with 1 
SU access presents the best performance, the worst 
performance is for the scenario with 3 SU access. 
 

 

 
Figure 10: Cumulative number of Total Handoffs 
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Figure 11: Cumulative number of Failed Handoffs 

 
 

 
Figure 12: Average Delay 

 
 

 
Figure 13: Average Bandwidth 
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Figure 14: Average Throughput 

 

 
Table 3 presents the results obtained for 

the accumulated cost metrics. In the case of the 
number of failed handoffs and the number of total 
handoffs are taken in the ninth minute of 
transmission of the SU, for the delay they 
correspond to the total average time during the 
transmission of 9000 kB. For the number of total 
handoffs, the increase as a function of the number 
of users presents a proportionality relationship of 
1.44 and 1.69 for 2 SU and 3 SU respectively, 
assuming the access of 1 SU as the base scenario. 

For the number of failed handoffs, the increase as a 
function of the number of users presents a 
proportionality relationship of 2.45 and 3.93 for 2 
SU and 3 SU respectively, assuming 1 SU access as 
the base scenario. For the average delay, the 
increase as a function of the number of users 
presents a proportionality relationship of 1.31 and 
1.46 for 2 SU and 3 SU respectively, assuming 
access of 1 SU as the base scenario. Figure 15 
presents the relationship for each user as a function 
of the 1 SU scenario. 

 
 

2.45*(User 1) 3.93*(User 1) 

1.69*(User 1) 
1.44*(User 1) 

 
Figure 15: Behavior of cost metrics based on the 1 SU scenario 

 
Table 3: Cumulative cost metrics 

Users 
Total 

Handoff 
Failed 

Handoff 
Average 
Delay 

1 SU 1002 174 211.4 
2 SU 1443 426 276.79 
3 SU 1697 683 309.449 
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Table 4 presents the results obtained for 
the accumulated profit metrics for the ninth minute 
of SU transmission. For the average bandwidth, the 
decrease as a function of the number of users 
presents a proportionality relationship of 0.85 and 
0.76 for 2 SU and 3 SU respectively, assuming 
access of 1 SU as the base scenario. For the average 
Throughput, the decrease as a function of the 
number of users presents a proportionality 
relationship of 0.78 and 0.57 for 2 SU and 3 SU 
respectively, assuming access of 1 SU as a base 
scenario. Table 5 presents the relationship for each 
user as a function of the 1 SU scenario. 

Table 4: Cumulative profit metrics 

Users 
Average 

Bandwidth (kHz) 

Average 
Throughput 

(kbps) 
1 SU 392.331 1693.36 
2 SU 334.049 1316.99 
3 SU 300 972.132 

 

Table 5: Cumulative profit metrics 

Users 
Average 

Bandwidth (kHz) 

Average 
Throughput 

(kbps) 
1 SU 1 1 
2 SU 0,85 0,78 
3 SU 0,76 0,57 

 

5. CONTRIBUTION, LIMITATIONS AND 
FUTURE WORK 

The contributions and limitations of this 
article are described below, according to the results 
obtained and the comparative analysis with similar 
studies available in the literature, additional future 
work is presented, which was identified as a result 
of this study. 

5.1. Contributions 

The objective of this work was to 
implement and analyze the decision-making 
process in CRN for multi-user access using Markov 
chains. According to the results obtained, the 
contribution of this work was structured in four 
contributions: 

 The exchange of information between SU 
before accessing the spectrum.  

 Evaluation of a stochastic decision-making 
strategy under a spectral environment that 
allows multiple user access.  

 Consideration of the real behavior of licensed 
users within the simulation environment.  

 The performance metrics implemented, which, 
because they are associated with QoS 
characteristics, can be extended to any decision-
making work in wireless networks. 

 
According to the contributions previously 
described, and the literature review, two differences 
were identified with respect to the published 
research.  
 
 The first difference is that no work was 

identified that would allow the analysis of 
decision-making and the access of multiple 
users to be included in the same scenario.  

 The second difference is the performance 
metrics, the metrics implemented according to 
the analysis of the literature review, are 
exclusive to the proposed models, spectral 
mobility and QoS characteristics that can be 
easily adapted to other types of work are not 
studied. 

 
5.2. Limitations 

There are various characteristics and 
metrics that can be analyzed in the decision-making 
process for multi-user access, a description of the 
limitations and scope of this article is presented 
below. 

 For the exchange of information, only what is 
shared is analyzed before accessing the 
spectrum. 

 The information exchange scenarios are 
different, this work only analyzes the exchange 
between SU, the information that involves the 
PU is not evaluated. 

 Bearing in mind that the exchange of 
information is only carried out between SU. 
This work only analyzes the effect of the 
decisions of the SU on the utility of the other 
SU. 

 For the number of users, there is no optimal 
configuration, it is a characteristic associated 
with the wireless network that needs to be 
analyzed and the computing capabilities. For 
this work, the access of 3 SU was analyzed. 

 The proposed methodology for the decision-
making analysis will not contemplate 
propagation models, it is assumed that the 
distance between SU is close enough so that the 
fading does not affect the signal. 
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5.3. Future Work 

In CR, according to the literature review, 
the works are diverse and many questions remain to 
be answered. The final objective is to improve the 
use of the radioelectric spectrum and advances in 
software and hardware should be taken advantage 
of to solve more complex problems.  

From an investigative approach, this work 
analyzed a stochastic model, however, other types 
of strategies can be implemented, for example 
artificial intelligence techniques, which have 
presented efficient results in decision-making. 
Additionally, to improve access to the network, 
security features must be included, therefore, it is 
necessary to analyze cryptography strategies.  

From a social perspective, efficient use of 
the spectrum contributes to social and economic 
development, promoting the competitiveness of a 
region and improving the quality of life of the 
inhabitants. Therefore, future work consists of 
implementing the proposed strategy in real 
scenarios with real users. 

6. CONCLUSION 

RC is a broad field of research in the area 
of decision-making, according to each of the 
elements of the cognitive cycle there are various 
investigations and different techniques are found in 
the literature. The algorithms for the decision-
making process must take advantage of the 
advances in probability to obtain efficient results, 
the work is permanent and requires integrating 
strategies with low computational load and with the 
ability to solve more complex problems.  

 
This work analyzed the decision-making 

process in CRN for 3 SU access based on the 
number of total accumulated handoffs, number of 
total accumulated failed handoffs, average 
bandwidth, average delay and average Throughput. 
According to the analysis of results, the best 
performance is for the scenario with access of 1 SU 
and the worst performance is for the scenario with 
access of 3 SU. Regarding the general analysis of 
the cost metrics, an increase was identified as a 
function of the number of users with a 
proportionality relationship in the range of 1 - 3 
times, assuming the access of 1 SU as a baseline 
scenario. Regarding the general analysis of the 
benefit metrics, a reduction was identified as a 
function of the number of users with a 

proportionality relationship in the range of 0.5 - 
0.95 times, assuming access of 1 SU as a baseline 
scenario. 
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