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ABSTRACT 

 
We offer a unique framework foclassr representing Persian-Arabic morphology in this paper. Because this 
was too complicated to model exhaustively using traditional methods, it was required to develop a suitable 
representation formalism. As a result, we created MorphoScript, a declarative object-oriented language that 
allowed us to best describe the entire morphological knowledge that we could identify. The goal of the 
research presented here is to develop a data model for natural language morphological components and 
composition rules. As a result, we shall provide the fundamental elements as well as the theoretical and 
technical underpinnings of a language capable of replicating and helping morphologies. 
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1. INTRODUCTION  
 

In the automatic processing of morphology, a 
major topic is the modelization of morphological 
knowledge. It is a matter of articulating all 
morphological knowledge in a formalism that is 
reasonably well adapted for future utilization of this 
very specific type of knowledge. 

The notion of relational databases has been 
adopted as the basic data model for storing 
morphological information in the majority of the 
work on morphology that we have consulted during 
years of research in this topic. However, the ensuing 
research methodologies, which are dependent on the 
capabilities of the DBMS in use, are insufficiently 
adapted to this specific challenge.[1][2] It would be 
condensed into SQL queries to obtain any data that 
was required. SQL queries don't take into account the 
type of data they're dealing with, and as a result, 
they're too broad to produce useful results.[3] 

An extra popular option is to employ Artificial 
Intelligence models to represent morphological 
components and regulations. Indeed, a 
morphological analyzer may be thought of as an 
intelligent expert system that is built on a 
morphological knowledge base and includes an 
inference engine with intelligent capabilities for 
determining the morphological character of the text 
being analyzed. However, the choice of AI 

languages for their generality and sequential search 
for information does not persuade us. Because of the 
compiler (or interpreter) as well as the language 
capabilities that are not well suited to this type of 
data, the Lisp language (Ezzeldin Khaled & al. 2018) 
or Prolog language (Kadhem S. and Abd Almeer A., 
2017) as a medium for representing morphological 
knowledge is probably not the best choice. For its 
part, the notion of semantic networks is more 
significant, but mastering the representation of 
morphological data requires a complicated and 
challenging modeling reflection.[4][7] 

As a result, we decided on a specific form for the 
description of the morphological components and 
rules. The construction of an intelligent data model 
whose internal structure is natively based on a 
grammar that allows reasoning in morphology and 
morphological rules is undoubtedly the solution to 
this challenge. The compiler, on the other hand, will 
have to build an appropriate and optimal structure 
from the morphological data model, allowing direct 
research and determinism. We are confident that 
deterministic finite state automata are the best 
universal structure that meets all of these 
requirements (M. Gridach and N. Chenfour. 
2011b).[11] 

We have several approaches to dealing with Persian- 
Persian-Arabic morphology, each with its own set of 
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approaches and linguistic depths (Al-Sughaiyer and 
Al-Kharashi, 2004). The bulk of these systems, 
however, are based on relational databases that 
contain all of the Persian-Arabic morphs in tables 
(Dima Taji et al. 2018). Prefixes, suffixes, stems, and 
three compatibility tables: prefix-suffix, prefix-stem, 
and stem-suffix are the foundations of Dima Taji's 
method. The final three tables specify and ensure the 
compatibility of the different morphological 
components.[6][8] 

At last, we must point out that behind this 
outstanding work, there are two big flaws with the 
selected organization. The first problem is that there 
are a lot of units that need to be specified one by one 
in multiple tables. Due to the relational structure of 
the data and the size of the tables, the second issue, 
which should be a result of the first, is the time it 
takes for SQL queries to run. 
wordnet is considered as a true reference to Persian-
Arabic morphology as it is built in Persian-Arabic 
or simply "AWN", basically on complete relational 
structures The Open Multilingual Wordnet project 
(), based on the Princeton WordNet or "PWN" 
development method, includes AWN (Fellbaum 
Christiane, 2005, Princeton University, 2010). It 
uses the Suggested Upper Merged Ontology as an 
Interlingua to connect  Persian-Arabic WordNet to 
previously created wordnets. A top-down strategy 
was used to build AWN (Mohamed Ali Batita and 
Mounir Zrigui, 2018). It entails translating the 
Princeton WordNet score (FellbaumChristiane, 
2010) and boosting it with more particular Semitic 
concepts. The development process, which improves 
wordnet compatibility, is based on semitic 
cryptography of exact concepts. The core version V1 
of beard comprises 21 813 words organized into 9 
698 synsets, with six types of synset-to-synset 
relationships resembling 143 715 connections. The 
second version, released in 2008, has eleven 269 
synsets, which correspond to twenty-three 481 
words, and 161 705 linkages, which belong to 
twenty-two kinds; five of them are meant for PWN - 
beard interactions (Batita and Zrigui, 2018). As a 
result, we will only notice the large size of the online 
database as well as the non- Persian-Arabic style 
(root, models or schemes, etc.).[5][10][15][16] 
The Linguistic Data Consortium supports and 
distributes the Buckwalter Persian-Arabic 
Morphological Analyzer (Buckwalter T., 2004), 
which is regarded one of the most referred solutions 
in the literature (Khaled Shaalan, 2011). (LDC). This 
is an open pool of universities, libraries, businesses, 
and government research institutes that was 
established in 1992 to address the shortage of 

linguistic resources. The Buckwalter morphological 
instrument is written in Perl, and the data is divided 
into three Persian-Arabic English lexicon files: 
prefixes, suffixes, and stems, totaling approximately 
83 000 items. There are three morphological 
compatibility tables, each with around three 531 
entries, that are utilized to handle the many possible 
combinations. yet again, we'll see how the 
morphological instrument must cope with a 
tremendous amount of information, owing to the 
storage type utilized, which only permitted simple 
files and a tight relative combination 
method.[12][13][17][18] 
 
1.1   MorphoScript language 

MorphoScript is a programming language based on 
the Java language syntax, but with a lexico-syntactic 
extension that allows it to simulate various 
morphological notions. It allows you to structure a 
script into classes and morphological rules that may 
be applied to the various morphological classes 
(hence the idea of choosing the Java language syntax 
as a base). An enumeration of what we called 
morphological components organizes the material of 
a morphological class. A collection of 
morphological and/or syntactic characteristics 
characterizes each component or object. The classes 
are linked via inheritance and reference links, which 
are used to link radicals to their original verbs, for 
example (A. Mahdaouy & al., 2019).[9][14][19][20] 

As a result, a morphological script will be divided 
into three sections: morphological classes, 
morphological characteristics, and morphological 
rules. In the sections that follow, these aspects will 
be examined. 

1.2  Morphological Components 

     When The class is the most fundamental 
component of a morphological script. Using the 
class idea, we may organize morphological 
components (denoted MCM) with the same 
fundamental features into a single building unit 
called morphological class (denoted MCL). Verbs, 
nouns, and particles must be grouped together into 
classes with similar morphological features and 
semantic activities.[21][22] 
For instance, a category of all prefixes that may be 
added to a specific type of verb. As a result, 
combining verbs and nouns in the same class, or 
verbs with different morphological structures, makes 
no sense. Another clever aspect of MorphoScript is 
that it is not required to specify all potential physical 
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components inside a morphological class, simply the 
various schemes. The class of healthy verbs, for 
example, will allow all conceivable schemes of 
healthy verbs to be defined, rather than healthy verbs 
themselves. This results in a significant decrease in 
the number of morphological entries.[23][24][25] 
MorphoScript is a scripting and object-oriented 
language in one. The attributes of a MorphoScript 
class, unlike those of other object languages, are 
themselves objects of the class (such as 
enumerations in Java). As a result, instantiation is 
unnecessary, and the class serves a dual purpose: it 
defines the class and declares and characterizes the 
class's objects. We think of the class as a collection 
of things rather than a factory of objects. [26][27] 
 

2. ALL CLASS OF SYSTEM 

2.1 Morphological Properties 

To morphologically express the exclusive 
morphological components, we wish to provide a list 
of morphological homes (which may also be 
syntactic characteristics), then assign them to the 
specific participants of the distinct classes. MCMs of 
diverse classes are commonly described using 
common features.[28][29] 

A property type is described the usage 
of the equal syntax as a morphological type to 
which the «@property» annotation will be 
applied, as in the following example: 
 @property  
class Number { 
 SINGLE  
DUAL  
PLURAL 

The morphological descriptor, like a 
morphological component, can include 
morphological parameters, most notably its 
graphemic value, as demonstrated in the example 
below: 
@property  
class Number { 
 SINGLE("the translation of the word 
into the language studied") 
DUAL("the translation of the word into the 
language studied") 
PLURAL("the translation of the word into the 
language studied") 
 
2.2 Properties   

A list of morphological descriptors can be 
used to specify the components of a morphological 

class (the different schemes inside). In general, each 
MCM may have its own set of morphological 
descriptors. If we look at the "Gender" attribute, for 
example, we can see that some of the class's 
components are male and others are female. 
Component properties >> is how we refer to this type 
of property. We'll use the @uses >> annotation to 
enable a morphological class the ability to use the 
morphological descriptors of a property class to 
specify its components. 

@uses(Number) 
class ClassName { 
 M1("name1", SINGLE) 
 M2("name2", PLURAL) 
 M3("name3", PLURAL) 
 ... 
} 

The many morphological descriptors 
introduced by the @uses >> annotation become 
extremely accessible and can be utilized by all of the 
class's morphological components :  
@property  
class P1 { 
 V1 
V2 
V3 
@property  
class P2 { 
 V4 
V5 
} 
@uses(P1, P2) 
class C1 { 
 M1("value1", V1) 
 M2("value2", V2, V5) 
 M3("value3", V3, V4) 
} 

 

When we utilize the morphological descriptors with 
their fully qualified names, the annotation @uses >> 
becomes unnecessary. Without the annotation 
@uses (P1, P2) >>, the class C1 >> in the previous 
example may be created as follows: 
class C1 { 
 M1("value", P1.V1) 
 M2("value", P1.V2, P2.V5) 
 M3("value", P1.V3, P2.V4) 
} 

there is another use case for properties is that some 
morphological classes must be globally defined by a 
collection of morphological descriptors that will be 
applied to all morphological components.For 
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instance, a morphological class's components are all 
single names. This sort of property is known as 
<<class properties>>, and we use the annotation 
<<@is >> to describe it: 
@is(PropertyName) 
class ClassName { 
 
} 
For Example : 
@is(P1.V1, P2) 
class C2 { 
 M1 
 M2 
} 
the morphological components M1 and M2 of the 
class C2 are both defined by the morphological 
descriptor V1 of the property P1 and all of the 
morphological descriptors of the property P2. This 
last feature requires that P2's morphological 
descriptors are additive rather than contradictory 
(like male and female). 

It's worth noting that the same class can use both 
class and component properties at the same time. As 
a result, the general syntax is: 

@is(P1, P2, ...) 

@uses(Q1, Q2, ...) 

class ClassName { 
} 

The Pi are morphological descriptors or property 
classes, but the Qi are always property classes. 

Reference properties 

Semantic linkages can exist between MCMs 
belonging to two different instructions. As a result, 
some morphological features stated in a 
classification are conjugate kinds of several genuine 
MCMs reported in distinct classes, Because the latter 
is described in a category and the other three 
characteristics in a distinct class, it is necessary to 
factor in this hyperlink reference between the 
components. In this example, we utilize the <<@ref 
>> annotation, which defines the reference class: 

@ref(OriginClass) 

class DerivedClass {...} 

Any morphological component << Mi >> of the 
derived class, on the other hand, must be referenced 
to the base component  << Rj >> using the reference 
property << Mi >>, which corresponds to the 
identification of the origin (or base) component Rj. 

class Base { 

 ... 

 Rj ("value", ...) 

} 

@ref(Base) 

class Derived { 

 Mi("value", Rj, ...) 

} 

This signifies that the morphological component Mi 
has a base reference declared in the « Base » class 
with the identifier « Rj ». 

2.3 Extension 

inheritance is a critical concept that allows for code 
optimization and reuses in the object-oriented 
programming domain, as well as the construction of 
a coherent set of classes arranged into a large tree 
structure known as an inheritance hierarchy. 
Because Persian-Arabic morphology may be 
represented as an extraordinarily complicated 
inheritance graph, the MorphoScript language needs 
to accommodate this concept. [30][31][32] 

The inheritance connection, like the other 
aforementioned concepts, can be defined by an 
annotation for the sake of syntactic uniformity. As a 
result, we can use the following comparable syntax: 

@extends(SuperClass) 

class DerivedClass { 

 ... 

} 

 

2.4 Properties  

 

 

With the annotation << @is >>, we've previously 
introduced the concept of class properties and how 
they're implemented. This notion introduces a new 
sort of inheritance that allows a morphological class 
to be linked to a set of properties. In reality, 
numerous classes can share a single morphological 
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trait, allowing them to be described collectively 
using that property. [33][34] 

If we consider a set of morphological classes 
"MCL1, MCL2,... MCLk," all of which have the 
attribute MPC, the classes MCLi are defined as 
follows: 
@is(MPC) 

class MCLi {   i = 1 à k 

 ... 

} 

 

2.5 Exception  

The @exception annotation its possible to be used 
directly to morphological components or partitions 
of a morphological class .[35][36] 

As seen in the example below,  the morphological 
component MCM2 as well as all of the 
morphological components of the partition PID1 are 
exceptions to the morphological rules applied to the 
class MCL. 

 

class E1 { 
 Alias1(CME1, CME2, ...) 
 Alias2(CME1, CME2, ...) 

... 
} 
 

So you can see a specific classes that include subsets 
of irregular components of a morphological class 
MCL that do not follow the class's concatenation 
criteria. These irregular components will be given an 
alias so that they may be modified globally in any 
rule. 
 
class MCL { 
 MCM1(...) 
 @exception MCM2(...) 
 MCM3(...) 
  ... 
 @exception 
class PID1 { 
 ... 
 MCMi(...) 
 ... 
} 
class PID2 { 
 ... 
MCMj(...) 
 ... 
} 

... 
} 
 
By using the @filter annotation, you may define a 
new filter class that gathers the only morphological 
components of a class MCL that accept the 
application of morphological rules. 
@filter(MCL) 
class F1 { 
 Alias1(CME1, CME2, ... ) 
 Alias2(CME1, CME2, ...) 
... 
} 
The @filter annotation can be used at the 
morphological component level or at the partition 
level, just like the exceptions. 
1) 7.5 Object class 
 
3. MODULES 
 
A module will be implicitly derived based on the 
location of the morphological class, which 
corresponds to a directory like packages in python 
language. However, the @module annotation can be 
used to explicitly indicate a module name: 
 
       @module(technical.name.of.the.module, 
"Logical Name ") 
 
The following annotation can be used to call 
modules: 
 
       @import(moduleA, moduleB, ...) 
 
Above classes, modularity adds a greater level of 
grouping. Actually, the morphological database will 
be arranged into high-level objects called modules 
for the sake of structure. Each module comprises a 
collection of morphologically consistent classes. We 
might divide our database into six independent 
modules using this last MorphoScript technique, as 
indicated in the diagram below:[38][39] 
 
It is crucial to have a strong understanding of 
morphological classes when creating a database 
using the MorphoScript language, which can be 
thought of as a conceptual notation of morphology. 
The language will thereafter be able to represent the 
morphological conceptual model symbolically. The 
following essential restrictions must be considered 
in such a model: 
- When adhering to the first and second constraints 
is challenging, a class can be broken down into a set 
of subclasses using the aggregation idea. On the one 
hand, all of the class's components have some 
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common morphological features, and on the other 
hand, each subclass collects elements with specific 
concatenation properties. 
- Another key limitation is that any inheritance link 
must be reported in order for the concatenation rules 
to take it into consideration. 
 
- Morphological classes must be built in such a way 
that components of the same class accept all of the 
same prefixes and suffixes, or they are suffixes or 
prefixes of the same classes. The building rules 
would otherwise be defined for each morphological 
component rather than for the entire class. 
- A special example of the previous requirement is 
that components belonging to the same 
morphological class must either accept or reject 
concatenation.[40][41][42] 
 
4. RESULTS 

 
We were able to describe the entire morphological 
knowledge base in a legible and incredibly efficient 
data format using the MorphoScript language. This 
result is shown in Table  through the evaluation of 
the numerous components and morphological 
principles.  
There is a significant improvement in 
modeling when comparing MorphoScript 
data model to our old (  
<?xml version="1.0" encoding="UTF-8"?> 
<package name="morpho.verbs.origin" > 
<morphological_class name="OriginScheme"> 
    <properties> 
        <modifier>final</modifier> 
        <is> ---- </is> 
        <is> ---- </is> 
        <is> ---- </is> 
        <is> ---- </is> 
    </properties> 
    <component name="XXX0" id="Y1" /> 
    <component name="XXX1" id="Y2" /> 
    <component name="XXX2" id="Y3" /> 
    <component name="XXX3" id="Y4" /> 
    <component name="XXX4" id="Y5" /> 
    <component name="XXX5" id="Y6" /> 
    <component name="XXX6" id="Y7" /> 
    <component name="XXX7" id="Y8" /> 
    ... 
</morphological_class> 
</package>, this is just an example ( for more 
information on the system structure, we instruct the 
researchers to contact the authors for a detail on the 
deafferents system class, and the rest of the code )  

)XML solution XMODEL . 

 
We are confident that we have defined a very 
acceptable language for modeling Persian-Arabic 
morphology utilizing a set of key features: script-
oriented or declarative syntax, object-oriented 
modeling, pattern-based morphology, and 
extendable semantics using the annotations idea as a 
result of this study. This enabled us to master 
morphological complexity, model it completely 
concisely, and decouple it from the morphological 
controller. With a huge reduction in complexity, the 
latter becomes quite optimal. 
Finally, the morphological treatment becomes 
straightforward and deterministic thanks to the 
morphological automata generated automatically 
from the MorphoScript database. 
 
5. CONCLUSION AND FUTURE WORK 
 
in the future work, we will try to integrate this 
system at the level of learning and education, at the 
base of a data warehouse dedicated to the guidance 
of the pupils to understand these international 
languages, our system is based on a set of innovative 
research in this field, we cannot confirm that these 
are the first, but it is a continuation of other research 
work. 
using Big data in the future work, can give good 
results, while our future research work will be based 
on data sciences. 
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