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ABSTRACT

LSTM was the preferred choice for financial time series forecasting, whereas fundamental analysis and technical analysis were among the most favorable feature sets. Earlier studies had several suggestions to improve forecasting performance, by using features known to carry information about the future price movement, and features associated with substantial price movements: the foreign investors' trading volume. Overall trading volume and those volumes from foreign investors have been introduced as a leading indicator. However, empirical literatures which examines price-volume relationship using LSTM had not used foreign investors' trading volume. This study evaluates the use of multiple leading indicators as input, and optimum hyperparameters configurations using LSTM to next day prediction performance. Experiments are evaluated based on 88 stocks in Indonesia stock market, ranging from Jan. 2, 2015 to Dec. 30, 2019. Financial time series forecasting using simple LSTM architecture performs as good as baseline performance with the advantage of fewer computing requirements. Optimum hyperparameters are a single hidden layer, 50 nodes, and ten days of the input window. The highest winning stocks are achieved using feature sets consisting of a lagging indicator (price) and multiple leading indicators (overall trading volume and foreign investors' trading volume). The findings indicate that multiple leading indicators contain predictability factors which can be further explored to improve financial time series forecasting. This study contributes the use of foreign investors' which improves financial time series forecasting with LSTM.
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1. INTRODUCTION

Studies on financial time series forecasting had attracted attention to its significance in the financial market industry. However, forecasting financial time series is challenging due to the inherently noisy and non-stationary nature of stock prices [1]. Dynamic changes in the relationship between independent and dependent variables frequently happen in financial time series. Therefore traditional statistical methods are not effectively applied to financial context [2]. Currently, performing technical forecasting based on a machine learning method is considered one of the most effective solutions to the challenge [3].

Most of the studies conducted in 2015 – 2019 on financial time series forecasting with Deep Learning uses one or more feature sets, such as historical stock prices (open, high, low, close, volume), technical analysis, fundamental analysis, macro-economic (unemployment rate, GDP, etc.) and text mining from financial news [4]. Studies in the field of economics and finance have shown a strong relationship between stock price and trading volume. Past information on trading volume helps predict the behavior of the stock price [5]. Trading volume has been introduced as a leading indicator, where trading volume dynamics and price impact subsequent corporate decisions [6]. The trading volume of foreign institutional investors has been known to transmit valuable signals, since the increase of foreign institutions at the previous day, would boost return further [7]. Earlier studies on financial time series forecasting with Deep Learning have not investigated the use of trading volume from foreign investors.

This paper aims to contribute to the empirical literature by evaluating the Indonesia stock market's price-volume relationship. This study evaluates the use of multiple leading indicators as input, and optimum hyperparameters configurations (feature set, input window sizes, number of layers and nodes) using LSTM to achieve a better and consistent performance of next day prediction. Leading indicators are our subject of interest in this study,
they are: overall trading volume and foreign investors' trading volume. Other indicators such as fundamental, technical analysis, or text mining, have not regarded as leading indicators, therefore did not covered in this study.

The remainder of this paper is organized as follows. The next section reviews the related work. Section 3 introduces the methodology. Section 4 discusses the results. Section 5 presents the conclusions.

2. RELATED WORK

2.1 Financial Time Series Forecasting with LSTM

RNN-based models (particularly LSTM) has been the preferred choice for financial time series forecasting. Their applications include Natural Language Processing (NLP), language modeling, language translation, speech recognition, sentiment analysis, predictive analysis, and financial time series analysis [4]. LSTM network prevents the loss of essential features and whole sequences using long-term memory while retaining short-term memory (as with simple recurrent neural networks) [8].

Several suggestions are arising from previous studies, which will further improve forecasting performance. Choosing appropriate features has been a very crucial factor in any prediction model [19]. Exploiting factors with strong evidence of predictability may likely give better performance than simply dumping a large raw dataset. Additional factors that are known to carry information about the future price movement, such as trading volume and the price of a derivative linked to the stock [15]. Directly including traditional technical indicators and oscillators into the prediction model is not useful for predicting the market trend one day ahead [21]. These suggestions imply opportunities for further
elaboration on defining types of trading volume and its derivatives.

2.2 Trading Volume

Earlier studies on economics and finance had shown a strong relationship between stock price and trading volume. One notable study by Gervais et al. in 2001 [22], which has been highly cited, showed that individual stocks experiencing extreme trading volume contains important information about subsequent stock returns. Periods of extremely high volume tend to be followed by positive excess returns, whereas periods of extremely low volume tend to be followed by negative excess returns. This characteristic of volume and return relationship is defined as a high-volume return premium. Decades later, Kaniel et al. in 2012 [23] discover that high-volume return premium is a global phenomenon found across 41 countries, significantly present in nearly all developed markets and several emerging markets. Most recent findings by Kaniel et al. in 2017 [6] showed a positive association between abnormally high volume and subsequent corporate investment. This association is not subsumed by information disclosure related to earnings announcements two weeks following extreme volume shocks. Positive shocks to trading volume lead to a reduction in the cost of capital and a concomitant price appreciation. In this study, trading volume has been introduced as a leading indicator.

Past information on trading volume helps predict the behavior of the stock price [5]. A significant part of the trading volume in financial markets is attributed to institutional investors, those to be professional asset managers which manages a portfolio for a mutual fund, a hedge fund, a pension fund, an endowment, an asset management team in a bank, or insurance company, etc. [24]. Price contributions generated by large orders of professional institutions are closely related to future stock performance [25]. Stocks with high foreign ownership outperform stocks with low foreign ownership [26]. The trading volume of foreign institutional investors has transmitted valuable signals since foreign institutions' increase on the previous day would boost return further [7]. There are substantial price movements associated with foreign investors' trade, where impacts are larger in emerging markets [27].

Earlier studies on financial time series forecasting with Deep Learning, particularly those who use LSTM, have not investigated the use of trading volume from foreign investors, as summarized in Table 1. Therefore, the trading volume of foreign investors is our subject of interest in this study.

3. METHODOLOGY

3.1 Dataset

We evaluate the forecasting performance based on the Indonesia stock market, ranging from Jan. 2, 2015 to Dec. 30, 2019. The chosen period includes bull and bear periods, reflecting the impact of significant world economic crisis events at the moment (the crisis of Greece and Turkey) in Indonesia, which is an important feature to test the robustness of the prediction model. Error! Reference source not found. clearly shows the high volatility in the Indonesia stock market during the period analyzed.

Stocks are selected conforming to several criteria: 1) Should be a constituent of the KOMPAS100 index, which contains 100 actively traded stocks with high liquidity and high market capitalizations; 2) Transaction data available during the selected period. These criteria were resulting in 88 stocks as our dataset.

Each trading day contains four feature sets with one lagging indicator (price), and three others are leading indicators, as described in Table 2.

Table 2: Feature Sets

<table>
<thead>
<tr>
<th>#</th>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Price</td>
<td>Daily closing stock price</td>
</tr>
<tr>
<td>F2</td>
<td>Volume</td>
<td>Number of shares traded daily</td>
</tr>
<tr>
<td>F3</td>
<td>Foreign Volume</td>
<td>Daily net trading volume (in shares) of foreign investors [28]</td>
</tr>
<tr>
<td>F4</td>
<td>Foreign Volume</td>
<td>Daily cumulative sum of F3</td>
</tr>
</tbody>
</table>

We obtained all required data from the Indonesia Stock Exchange (IDX), available on the Stock Summary page. Price (F1) is the closing price of stock for each share, represented in the currency amount (Rupiah). Volume (F2) is expressed in the number of shares traded daily.

IDX provides daily data of Foreign Buy and Foreign Sell of every stock, represented in the number of shares. Foreign volume (F3) is a daily net trading volume obtained by subtracting foreign Buy's value with Foreign Sell. The value of F3 can be positive or negative, can also be repeated at any different point of time t. We can have a continuous pattern with similar characteristics as price by cumulatively summing this value each day. The value of time t is the sum of foreign volume at time t with the cumulative sum from t – 1.

Dataset consists of 1.213 trading days (records) for each stock and then split with 80% as a training

We are using the whole dataset (consisting of 88 stocks) as a unified source of the dataset; prior splitting is done. Therefore, each of the feature set from all stocks needs to be normalized into a unified range value. The dataset would have a total of 106,744 records, and after the split, it would generate 74,624 records as the training set and 32,120 records as the test set. Normalization ensures that the larger value input attributes do not overwhelm smaller value inputs, decreasing prediction errors [28].

Normalization transforms the dataset as a representation of overall market behavior, and the neural network model will be generated based on all stocks’ behavior. Then, testing the prediction accuracy can be done from any stocks in the test set. Sequences of input (from any stocks) can be fed into the model to generate predictions.

3.2 Pre-processing

Each value in every feature set is normalized by scaling into the specified range of \([min, max]\), using the formula:

\[
X_{\text{const}} = \frac{X - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}}
\]

(1)

\[
X_{\text{scaled}} = X_{\text{const}} \times (max - min) + min
\]

(2)

where \(X_{\text{scaled}}\) is the resulting new value within the range, \(X\) is the original value, \(X_{\text{min}}\) is the minimum value in the feature set, \(X_{\text{max}}\) is the maximum value in the feature set.

Each feature set is assigned its range. Range \([0, 1]\) is set for features which are an independent variable (price) and for features with an accumulating value throughout time (F3 and F5). Range \([0, 0.5]\) is set for features that represent daily values. Range assignments specified as in Table 3.

<table>
<thead>
<tr>
<th>#</th>
<th>Feature</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>Price</td>
<td>[0, 1]</td>
</tr>
<tr>
<td>F2</td>
<td>Volume</td>
<td>[0, 0.5]</td>
</tr>
<tr>
<td>F3</td>
<td>Foreign Volume</td>
<td>[0, 0.5]</td>
</tr>
<tr>
<td>F4</td>
<td>Foreign Volume (accumulated)</td>
<td>[0, 1]</td>
</tr>
</tbody>
</table>

Training set then split into multiple samples of observations, which will be based on learning from the model. The model would generate a one-step prediction; therefore, each sample would have an input consisting of several prior observations (multiple features), and an output which is the actual next day price. Training set transformed into multiple samples using a sliding window approach, as in Figure 3.

Figure 3: Multiple Samples Using Sliding Window [29]
and that for the long-term stock predictions is found to be 20 days. One of the aims of this study is to determine how far back in the past does each observation (across feature sets) has a better impact on next day prediction. Therefore we would evaluate several the optimum number of prior observations (or input window). Let $M$ is the number of input window, and $N$ is the next day prediction, where $M \in \{3, 5, 10\}$ and $N = 1$.

3.3 Network Architecture

We build LSTM architectures for a one-step prediction of normalized stock prices. In each experiment, we execute trials to iterate over hyperparameters to evaluate which architecture gives the best prediction performance. Evaluated hyperparameters are the number of hidden layers (1, 3, 5, 7, and 10) and the nodes on each layer (50, 100, 200). Network architecture consists of the input layer, multiple hidden layers, a dense layer, and lastly, the output layer. Other hyperparameters have been specified with 500 epochs, batch size 1024, and an Adam optimizer.

![Network Architecture](image)

3.4 Evaluation Metrics

We use RMSE because the predicted price variable is normalized, to facilitate uniform comparison of predicted prices across all stocks in the test set. RMSE is defined as:

$$
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_{t+1} - \hat{y}_{t+1})^2}
$$

where $N$ is the total days in the test set, $y_{t+1}$ is the next day actual price and $\hat{y}_{t+1}$ is the next day predicted price in the test set, respectively.

Hit Ratio denoted the percentage of trials when the predicted direction was correct. Hit Ratio measures the rate of accuracy relating to the series trend. A high Hit Ratio promises more winning trades. Hit Ratio is defined as:

$$
Hit \ Ratio = \frac{1}{N} \sum_{n=1}^{N} P_i (i = 1, 2, \ldots, N)
$$

where $P_i$ is the prediction result for the $i^{th}$ day, defined as:

$$
P_i = \begin{cases} 
1, & \text{if } y_{t+1} \cdot \hat{y}_{t+1} > 0, \\
0, & \text{otherwise},
\end{cases}
$$

Predictions generated by the model is validated against all stocks in the test set. We are mainly interested in a model capable of generating high Winning Stocks, where each stock's prediction in the test set results in a Hit Ratio above 60%. Consistency of prediction performance is represented by Winning Stocks, which defined as:

$$
Winning \ Stocks = \sum_{n=1}^{n} H_i (i = 1, 2, \ldots, n)
$$

where $n$ is the number of stocks in the test set, and $H_i$ is the Hit Ratio for the $n^{th}$ stock, defined as:

$$
H_i = \begin{cases} 
1, & \text{if Hit Ratio} > 60\%, \\
0, & \text{otherwise},
\end{cases}
$$

3.5 Experiment Design

We design experiments with different feature sets to determine whether adding more leading indicators as input would impact in better prediction performance. Feature sets are assigned to experiments, as in Table 4.

<table>
<thead>
<tr>
<th>#</th>
<th>$F_1$ Price</th>
<th>$F_2$ Volume</th>
<th>$F_3$ Foreign Volume</th>
<th>$F_4$ Foreign Volume (Accum)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>✔</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E2</td>
<td>✔</td>
<td>✔</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E3</td>
<td>✔</td>
<td>✔</td>
<td>✔</td>
<td></td>
</tr>
</tbody>
</table>
The first experiment (E1) is univariate forecasting, which will be our baseline performance reference. Trials will be executed on each experiment, iterating to varying hyperparameters and input window $M$. Each trial is tested against 88 stocks in the test set; therefore, each trial will have an average RMSE, average Hit Ratio, and how much Winning Stocks. Since we are interested only in stocks with high Winning Stocks, we calculate average RMSE and average Hit Ratio based on those stocks capable of achieving a Hit Ratio above 60%. Due to the stochastic nature of neural networks, trials with high Winning Stocks are repeated at least three times to confirm consistent and reproducible results.

Each experiment will also have an average RMSE and average Winning Stocks, calculated based on trials with the best top-three result. An overall evaluation would be compared among experiment results.

4. RESULTS

Each experiment is conducted at a minimum of 12 trials by combining layers, input, and nodes. Trials achieving high Winning Stocks (comparable to baseline performance) are repeated at least three times. Therefore each experiment could have up to 36 trials. Experiment results are presented as in Table 5, showing only the best three trials.

Table 5: Experiment Results

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>l</th>
<th>M</th>
<th>n</th>
<th>Hit Ratio %</th>
<th>RMSE</th>
<th>WS</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.42</td>
<td>0.0159</td>
<td>43</td>
</tr>
<tr>
<td>E1</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.45</td>
<td>0.0161</td>
<td>42</td>
</tr>
<tr>
<td>E1</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.44</td>
<td>0.0161</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>E1 Average: Input 3d</td>
<td>63.44</td>
<td>0.0160</td>
</tr>
<tr>
<td>E1</td>
<td>3</td>
<td>10</td>
<td>50</td>
<td>63.4</td>
<td>0.0159</td>
<td>43</td>
</tr>
<tr>
<td>E1</td>
<td>3</td>
<td>10</td>
<td>50</td>
<td>63.63</td>
<td>0.0156</td>
<td>43</td>
</tr>
<tr>
<td>E1</td>
<td>3</td>
<td>10</td>
<td>50</td>
<td>63.68</td>
<td>0.0158</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>E1 Average: Input 10d</td>
<td>63.57</td>
<td>0.0158</td>
</tr>
<tr>
<td>E2</td>
<td>1</td>
<td>3</td>
<td>50</td>
<td>63.53</td>
<td>0.0100</td>
<td>40</td>
</tr>
<tr>
<td>E2</td>
<td>1</td>
<td>3</td>
<td>50</td>
<td>63.48</td>
<td>0.0162</td>
<td>41</td>
</tr>
<tr>
<td>E2</td>
<td>1</td>
<td>3</td>
<td>50</td>
<td>63.45</td>
<td>0.0161</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>E2 Average</td>
<td>63.48</td>
<td>0.0141</td>
</tr>
<tr>
<td>E3</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.56</td>
<td>0.0162</td>
<td>41</td>
</tr>
<tr>
<td>E3</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.45</td>
<td>0.0161</td>
<td>42</td>
</tr>
<tr>
<td>E3</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.45</td>
<td>0.0161</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>E3 Average</td>
<td>63.49</td>
<td>0.0161</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>3</td>
<td>100</td>
<td>63.46</td>
<td>0.0161</td>
<td>42</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>3</td>
<td>100</td>
<td>63.32</td>
<td>0.0163</td>
<td>39</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>3</td>
<td>100</td>
<td>63.37</td>
<td>0.0172</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>E4 Average</td>
<td>63.38</td>
<td>0.0166</td>
</tr>
</tbody>
</table>

Overall experiment results are shown in Figure 5, with summaries for each experiment, as in Table 6.

Table 6: Summary of Experiment Results

<table>
<thead>
<tr>
<th>Exp. #</th>
<th>l</th>
<th>M</th>
<th>n</th>
<th>Hit Ratio %</th>
<th>RMSE</th>
<th>WS</th>
<th>Improvement (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.44</td>
<td>0.0160</td>
<td>42.3</td>
<td>0</td>
</tr>
<tr>
<td>E1</td>
<td>3</td>
<td>10</td>
<td>50</td>
<td>63.57</td>
<td>0.0158</td>
<td>43.0</td>
<td>1.63</td>
</tr>
<tr>
<td>E2</td>
<td>1</td>
<td>3</td>
<td>50</td>
<td>63.48</td>
<td>0.0141</td>
<td>41.0</td>
<td>12.29</td>
</tr>
<tr>
<td>E3</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.49</td>
<td>0.0161</td>
<td>41.6</td>
<td>-0.72</td>
</tr>
<tr>
<td>E4</td>
<td>1</td>
<td>3</td>
<td>100</td>
<td>63.38</td>
<td>0.0166</td>
<td>39.6</td>
<td>-3.16</td>
</tr>
<tr>
<td>E5</td>
<td>1</td>
<td>10</td>
<td>50</td>
<td>63.64</td>
<td>0.0162</td>
<td>42.0</td>
<td>-0.89</td>
</tr>
<tr>
<td>E6</td>
<td>1</td>
<td>5</td>
<td>100</td>
<td>63.49</td>
<td>0.0140</td>
<td>23.6</td>
<td>12.76</td>
</tr>
<tr>
<td>E7</td>
<td>3</td>
<td>3</td>
<td>50</td>
<td>63.22</td>
<td>0.0149</td>
<td>20.6</td>
<td>-51.18</td>
</tr>
</tbody>
</table>

Overall experiment results are shown in Figure 5, with summaries for each experiment, as in Table 6.
baseline performance. Figure 6 shows one of the learning curves with univariate forecasting from E1. Figure 7 shows the prediction plot from one of the stocks in the test set in E1, which achieves the best Hit Ratio 71.87%.

E2 incorporates trading volume (F2) along with the price (F1) as feature set, resulting in a comparable Winning Stocks as E1, noticeably substantial improvement in RMSE (12.29%) with less computation requirement. E2 uses a single hidden layer compared to E1 with three hidden layers. This result is aligned with the findings by Israeli et al. [6]. It also confirms the suggestion by Eunsuk et al. [15] that trading volume is one factor with strong predictability of future price movement. Figure 8 shows one of the learning curves from E2.

E3 focuses on trading volume by foreign investors (F3) combined with the price (F1) as feature set, resulting in a comparable Winning Stocks and RMSE, using three hidden layers and three days of input. This result amplifies the previous work by Richards [27] and Huang et al. [7], where foreign volume is strongly associated with substantial price movements. We could imply that foreign volume has similar predictability factors as overall trading volume. Figure 9 shows one of the learning curves from E3.

E6 attempts the neural network to learn the relationship of two feature sets with similar non-stationary characteristics: price (F1) and daily cumulative sum of foreign volume (F4). Surprisingly, among extensive repetitive trials in this experiment, we found no hyperparameters capable of generating consistent results beyond baseline performance E1. However, this experiment resulting in the most considerable RMSE improvement (12.76%) compared to the benchmark. It appears that 1) F4 is the most suitable feature in terms of lowest RMSE, capable of producing predictions that are closest to the actual values; 2) In terms of Hit Ratio, F4 does not have the same predictability factors as trading
volume (F3). Figure 10 shows one of the learning curves from E6.

Figure 10: Loss Plot from E6

E4 attempts to evaluate whether incorporating factors related to foreign volume (F3) and its derivatives (daily cumulative sum, F4) can improve forecasting performance. We would typically expect forecasting performance to be better than E3, which uses only foreign volume (F3) as input. Unfortunately, although a consistent result is achieved, the results are not better than E3. This result indicated that the use of features with less predictability factors would significantly affect neural networks' learning. Figure 11 shows one of the learning curves from E4.

Figure 11: Loss Plot from E4

Lastly, E5 evaluates features that previously had been identified as factors with strong predictability factors: trading volume (F3) and foreign volume (F4). The result of E5 is comparable to E1, with the advantage of fewer computing requirements. E5 uses a single hidden layer and 50 nodes to achieve a similar result as E1 with ten days of input. Figure 13 shows one of the learning curves with multivariate forecasting from E5. Figure 14 shows the prediction plot from one of the stocks in the test set in E5, which achieves the best Hit Ratio 71.87%.

E7 is resulting in the worst performance among all experiments because of the same reason as E4. Incorporating all features (F1, F2, F3, F4) as input, including those with less predictability factor, did not contribute to a better prediction. This result agrees with Eunsuk et al. [15], where dumping a large raw dataset may not likely give better performance. Niu et al. [3] and Khare et al. [19] had underlined the necessity of performing feature selection for multivariate financial time series forecasting. This finding implies the importance of feature selection, where features need to be carefully selected to ensure their positive contribution in improving forecasting. Figure 12 shows one of the learning curves from E7.

Figure 12: Loss Plot from E7

Lastly, E7 is resulting in the worst performance among all experiments because of the same reason as E4. Incorporating all features (F1, F2, F3, F4) as input, including those with less predictability factor, did not contribute to a better prediction. This result agrees with Eunsuk et al. [15], where dumping a large raw dataset may not likely give better performance. Niu et al. [3] and Khare et al. [19] had underlined the necessity of performing feature selection for multivariate financial time series forecasting. This finding implies the importance of feature selection, where features need to be carefully selected to ensure their positive contribution in improving forecasting. Figure 12 shows one of the learning curves from E7.
The experiment shows that neural networks have their optimum hyperparameters depending on the dataset's characteristics and the intended metrics to be achieved. Implementing the most complex architectures with more hidden layers and more nodes did not contribute to better predictions. Consider an example from E2, one of the optimum hyperparameters with consistent results are: single hidden layer, 50 nodes and three days of input. These hyperparameters produce learning curves as in Figure 8. Changing the hyperparameters to 200 nodes with five days of input dramatically reduces the learning effectiveness, resulting in very noisy curves as in Figure 15. Figure 16 shows the stock's prediction plot in the test set from E5, with lowest Hit Ratio 47.88%.

![Figure 15: Noisy Loss Plot from E2](image1)

![Figure 16: Prediction Plot with Lowest Hit Ratio from E2](image2)

So far, we had discussed the number of achieved Winning Stocks from the perspective of each experiment, as shown in Table 6, which would lead to conclude that E5 with ten days of input had the most optimum hyperparameters configuration. We observe each stock's Hit Ratio from all three trials, as presented earlier in Table 5, particularly from E1 and E5. We measure the standard deviation of each stock's Hit Ratio from all trials in each experiment. We are interested to see if there is consistency in Hit Ratio (any number of Hit Ratio) among all three trial results within an experiment. The standard deviation will be zero if all trials in each stock are resulting in the same Hit Ratio. Table 7 shows a summary of Hit Ratio consistency.

<table>
<thead>
<tr>
<th>Experiments</th>
<th># Stocks with Consistent Output</th>
<th>% Consistency</th>
</tr>
</thead>
<tbody>
<tr>
<td>E1/3d</td>
<td>45</td>
<td>51%</td>
</tr>
<tr>
<td>E5/3d</td>
<td>49</td>
<td>56%</td>
</tr>
<tr>
<td>E1/10d</td>
<td>17</td>
<td>19%</td>
</tr>
<tr>
<td>E5/10d</td>
<td>40</td>
<td>45%</td>
</tr>
</tbody>
</table>

Table 7: Summary of Hit Ratio Consistency

Experiments are grouped based on an input window period: 3 days and ten days. We see a substantial difference between the two groups. Three days of input delivers higher prediction consistency (above 50%) compared to 10 days of input. This finding implies that 1) Hit Ratio consistency could be an indication of optimum hyperparameters configuration, 2) model with the sub-optimum result (E5 with three days of input) could be acceptable if aiming to achieve Hit Ratio consistency.

5. CONCLUSIONS

In this paper, the impact of multiple leading indicators as feature sets to a next-day prediction model based on LSTM has been evaluated. This study provides empirical evidence on feature sets with strong predictability of future price movement.

We evaluate prediction performance against 88 stocks in the test set. Our primary evaluation metrics are Winning Stocks, which is the number of stocks from the test set capable of achieving a Hit Ratio above 60%. Baseline performance reference is RMSE 0.01609 and 42.33 Winning Stocks, performed using a univariate forecasting model with three hidden layers, 50 nodes, and three days of input.

A combination of feature sets produces different results, depending on objectives and the preferred evaluation metrics. In terms of RMSE, the best improvement is achieved by using two feature sets, either with trading volume (F2) or daily cumulative sum of foreign volume (F4). It is complementing this feature along with the price (F1), capable of producing predictions that are closest to the actual values. This finding is in line with earlier studies on financial time series forecasting which mostly combines price (OHLC) and trading volume as input.

In contrast, achieving Hit Ratio above 60% across 88 stocks poses a higher challenge than simply improving RMSE. In terms of Winning Stocks, it is using a combination of 3 feature sets, namely: price (F1), trading volume (F2), and foreign volume (F3), capable producing comparable results to benchmark with the additional advantage of fewer computing requirements. The result is achieved by using a simple LSTM architecture (a single hidden layer, 50
nodes, and ten days of the input window), contrasted with the benchmark architecture which uses 3 hidden layers. Adding more complexities, such as more hidden layers and more nodes, did not contribute to better predictions. To achieve these advantages, it is essential to 1) validate feature sets prior to incorporating as input to a model; 2) searching the optimum combination of hyperparameters which capable of producing the highest Hit Ratio.

This empirical evidence agrees with 1) Chen and Liu [5], that trading volume helps predict the behavior of the stock price, and 2) Richards [27], which confirms that price movement is associated with trades of foreign investors. This study contributes the use of foreign volume along with price and trading volume which would improve financial time series forecasting with LSTM.

There are two limitations in this study that could be addressed in future research. First, this study focuses on evaluating the impact of multiple feature sets; therefore, most of the chosen hyperparameters are not thoroughly assessed. The use of other optimizers, batch normalization, dropout layer could contribute to better performance. Second, this study limits the evaluated maximum input window to 10 days because the availability of the dataset is only five years. A study by Shynkevich et al. [30] evaluates the input window up to 30 days with ten years period of dataset.

This study has presented results which can be improved further. 1) Most recent advancement in recurrent neural network (RNN) can also enhance prediction performance. Attention-based RNN has achieved state of the art in processing long sequences in the field of natural language processing. Longer forecasting horizon could harness the advantages of attention-based RNN. 2) Hit Ratio consistency is a newly introduced metric complementing the commonly used Hit Ratio as directional prediction accuracy.
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