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ABSTRACT 

                                                                                 
The flood is the cause of destruction for many places in the world. Flood prediction is a complex method due 
to its nature. The flood arrives with vast destruction in the society. The flood assessment is an essential task 
for the government bodies to take measures at the right time. In this study, a new procedure is designed to 
choose the best machine learning model for efficient flood mapping using machine learning techniques. An 
automated algorithm is created using a Decision Tree, Random Forest, Gradient Boosting Classifier, and 
KNN techniques. The Random Forest Classifier gave the highest accuracy with 88.58% with this (the 
considered) dataset. For the evaluation of the model, confusion matrix, learning curve, and classification 
reports are used. In this study, Open Flood Risk by postcode dataset is used.
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1. INTRODUCTION 

     Our planet has experienced a drastic increase 
in flooding and extensive rainfall of more than 
50%  
over the decade. Now, these calamities have 
become four times more frequent than they used 
to be in the 80s. Moreover, the flood is known 
to the world as the most common natural 
disaster which affects human lives and creates 
heavy economic  
damage. The frequency of this calamity is 
expected to soar due to unplanned development 
and urbanization, increased deforestation, and 
continued precipitation [1]. Due to the 
devastating nature of the flood, it has to be 
analyzed and predicted to prevent damage, 
affecting the susceptible region's economic and 
mental levels and its inhabitants. Prediction of 
the flood beforehand can provide inhabitants 
enough time to evacuate the sensitive area [2]. 
 
     Flood hazard risk assessment plays a vital 
role in ensuring the healthy and sustainable 
development of human society. This risk 
assessment is calculated by the probability of 
flood occurrence [3]. Therefore, flood hazard 
risk assessment will be an effective solution for 

predicting the flood. Furthermore, it is a 
qualitative or semi-quantitative method that 
considers combining the influence of disaster-
inducing factors and hazard-inducing 
environments [4]. Thus, it can be very 
beneficial in flood insurance, floodplain 
management, disaster warning systems,  
 
and evacuation plans, providing an effective 
decision-making technique [5]. Applying 
Machine Learning Algorithms has significantly 
increased in the last decade.  
 
    Researchers are using ML algorithms to 
solve different kinds of real-life problems 
because these algorithms can drastically 
improve computation and saving precious time 
and effort. Moreover, these algorithms can 
better solve non-linear problems, which is a 
significant advantage for flood risk 
management systems as we have to work with 
a multi-variable and non-linear relationship 
between indices and risk levels. Eventually, ML 
algorithms can be leveraged in applying Flood 
hazard risk assessment, saving precious time 
and effort and beneficial while working on non-
linear relationships 
. 
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     An automated machine learning model 
created using Decision Trees, Random Forest, 
Gradient Boosting classifiers, and KNN is 
proposed. The idea is to give data to the 
proposed model, and it will further provide data 
for its different algorithms for training. After 
the training process, it will save all the 
accuracies and give the best accuracy model 
using the validation data. 
 
      The postal code flood risk dataset is taken 
from the Environment Agency’s Risk of 
Flooding from Rivers and Sea, which allocated 
a risk level to England, UK. Conclusively, this 
study’s prominent plan and goal is to create an 
automated machine learning model using the 
best machine learning algorithms and 
successfully classify flood risk in the 
susceptible area. 
 
This paper justifies with following important 
contributions: 

1. This paper will work as a source of 
reference for research scholars who 
wanted to contribute to advanced 
computer-based techniques of flood 
detection. 

2. This paper is contributing an important 
procedure to accommodate all 
machine learning algorithms and give 
the best classifier model to predict the 
flood risk. 

3. This paper is reducing the trouble of 
coding each classifier individually and 
then deciding the best classifier among 
them. 

4.  This procedure is scalable and many 
models can be changed as per 
requirement analysis. 

    The rest of the paper is structured into five 
different sections. In section two, related works 
are mentioned, which is giving various pieces 
that are already done. In section 3 proposed 
methodology of the work is discussed in detail. 
Section 4 is about the results and analysis which 
are done during the flood risk mapping. Finally, 
the conclusion of this paper is given in section 
5. In the end, references are cited. 
 

2. Literature Survey 

    With the motto to find out some significant 
works that have been done earlier; crucial 
studies that have been made regarding flood 
prediction using machine learning techniques 
are discussed below: 
 
        Ebenezer Danso-Amoako et al. (2012) 
publish   
-ed a paper that introduces a rapid expert-based 
assessment method supported by an artificial 
neural network (ANN) model for dam failure of 
SFRB (Sustainable Flood Retention Basins). 
They used Dam Height, Dam length, Mean 
Annual Rainfall, flood water surface area, etc., 
as input features. As a result, the ANN model 
got a cross-validation (R2) value of 0.70, 
implying that the tool is likely to predict 
variables for new datasets [6]. 
 
   Sungwon Kim and Vijay P. Singh (2013) 
published a paper that uses neural network 
models and class segregation of the former to 
forecast floods. They used MLP-NNM 
(Multilayer perceptron-neural networks 
model), GRNNM (Generalized Regression 
Neural Networks Model), and KSOFM-NNM 
(Kohonen Self-Organizing Feature Maps 
Neural Network Models). KSOFM-NNM turns 
out to be more accurate than MLP-NNM and 
GRNNM for the testing data of Methods I and 
II for single conventional application and class 
segregation implementation [7]. 
 
     Milad Jajarmizadeh et al. (2014) published a 
paper on comparison between the performance 
of Support Vector Machine (SVM) and Soil and 
Water Assessment Tool (SWAT) models. Data 
was collected over 19 years (1990-2008) on a 
particular region in Iran. After training and 
testing, the training accuracy of SVM is 98%, 
and the testing accuracy is 84%, and the SWAT 
model gets training accuracy is 92%, and the 
testing accuracy is 83% [8].  
 
       Sanjeet Kumar et al. (2015) published a 
paper to develop an ensemble modeling 
approach for reservoir inflow forecasting. In 
this paper performance of bootstrap-based 
wavelet artificial neural network (BWANN) is 
compared with wavelet-based ANN (WANN), 
wavelet-based MLR (WMLR), bootstrap and 
wavelet analysis based multiple linear 
regression models (BWMLR), standard ANN, 
and standard multiple linear regression (MLR) 
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models for inflow forecasting. After using all 
methodologies, the accuracy of MLR is 76%, 
WMLR is 80%, BWMLR is 80%, WANN is 
93%, and BWANN is 86% [9]. 
 
          K.S. Kasiviswanathan et al. (2016) 
published a paper in which WNN (wavelet-
based neural network) is leveraged through BB 
(block bootstrap sampling) to forecast 
streamflow. A comparison is also shown 
between WNN and ANN (artificial neural 
network), combining ensemble methods using 
BB. The BB is used to sample data to create an 
ensemble of data. The result is in the form of 7-
day lead-time forecasting. In every evaluation 
metric, ANN-BB was significantly 
outperformed by WNN-BB, particularly when 
forecasting high flows in the long lead-time 
forecasting. For example, WNN-BB got RMSE 
of 49.21 in Flood I, 19.31 in Flood II, and 12.70 
in Flood III; on the other hand, ANN-BB got 
95.47 in Flood I, 41.92 in Flood II, and 27.54 in 
Flood III [10]. 
      
    Shasha Han and Paulin Coulibalya (2017) 
published a paper that laid down a 
comprehensive study on all Bayesian 
forecasting methods applied for forecasting 
floods from 1999 to 2016. Conclusively, they 
found out that the Bayesian flood forecasting 
approach is an effective and advanced way for 
flood estimation as it takes into account all the 
sources of uncertainties and generates a 
predictive distribution of the river stage; river 
discharge, therefore, produces more reliable 
and accurate flood forecasts [11]. 
 
     Amir Mosavi et al. (2018) reviewed ANN 
(Artificial Neural Network), MLP (Multilayer 
perceptron), ANFIS (Adaptive neuro-fuzzy 
inference system), WNN (Wavelet Neural 
Network), SVM (Support vector machine), 
Decision tree, and EPS (Ensemble prediction 
systems) algorithms. They compared them by 
training then flood resource variables. The basic 
methodology they applied was dividing flood 
prediction into short and long term and then 
further dividing that into single and hybrid 
methods. They found out that ANN is the most 
popular algorithm used in research, but hybrid 
algorithms gain more popularity than single 
algorithms [12]. 
 
   JeeranaNoymanee and Thanaruk (2019) 
published a paper aiming to improve the 

existing system, uses hydrological modeling 
amplified through machine learning algorithms. 
They used five algorithms, i.e., Linear 
Regression, Neural Network Regression, 
Bayesian Linear regression, and Boosted 
Decision Tree Regression. As the hydrological 
model (MIKE 11- NAM model) could not be 
improved because of inaccurate rainfall data, 
machine learning algorithms are used as an 
error forecasting model. The best algorithm was 
Bayesian linear regression which reduced the 
error from MIKE 11 22.02% and 44.40% for 
one day in advance [13].   
 
        Ho Jun Keum et al. (2020) published a 
paper that created a real-time flood map using 
the classification-based real-time flood 
prediction model. Geo-ANFIS (Geo-adaptive 
network-based fuzzy inference system), Linear, 
and Non-linear Regression were used to train 
the input data. To achieve this model, they 
combined EPA-SWMM (a hydraulic urban 
runoff analysis) with machine learning 
algorithms mentioned earlier to make this 
classification model. They used cumulative 
rainfall, representative cumulative, and LiDAR 
(Light Detection and Ranging) data as an input 
for their classification model. The Gamma test 
minimized the uncertainty of these data. The 
output was received as a 2D map which can 
predict rainfall-induced inundation potentially. 
After comparing it with a verified 2D flood 
model, this model attained a goodness-of-fit of 
85% [14]. 
 
Based on previous research studies, it is 
observed that most of the experiments are 
conducted with various conventional 
techniques of flood detection and few machine 
learning techniques have been found to detect 
the flood on an individual basis. This creates a 
gap in research to design a process to select the 
fittest algorithm of machine learning. This will 
reduce the time to analyze the individual 
algorithms and then decide on the best 
algorithm. The procedure designed to solve 
these issues is scalable and valid to a variety of 
problems. 

3. PROPOSED WORK: 

3.1 Dataset Description 

       This dataset is collected by the Risk of 
Flooding from Rivers and Sea and Open 
Postcode Geo by the United Kingdom 
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Government and named Open Flood Risk by 
postcode dataset [15]. This data contains ten 
fields: postcode, FID, PROB_4BAND, 
SUITABILITY, PUB_DATE, 
RISK_FOR_INSURANCE_SOP, easting, 
northing, latitude, and longitude. Initially, the 
dataset was containing 10,48,575 instances with 
41.4% missing values and metadata attributes. 
This dataset is improved after removing the 
missing values and remove the extra unwanted 
features. The dataset now has 71,762 instances 
with no missing values with six segments. 

3.2   New Procedure for selecting best                       
classifier 

    In the machine learning system, the biggest 
problem is the selection of algorithms. It is 
found that many times the data scientists are 
facing problems in selecting the best algorithm. 
A system can automatically select the best 
algorithm for flood mapping based on the 
geographical coordinates in this procedure. The 
architecture of the new process is given in Fig. 
1. 

 
 

Fig. 1. New Methodology for the Flood Risk 
Mapping 

 
During the creation of the model following are 
the main steps that are involved: 

3.2.1.  Data Cleaning 

        Initially, data was containing missing 
values and unwanted characters. During the 
data cleaning, all the instances with missing 
values have been removed [16]. In addition, 
some of the cases were filled by taking the 
‘mode’ of a particular column. 

3.2.2. Removing unused variables 

       The variables which were indicating the 
name, ids, etc., are removed from the feature. 
So, for example, in this dataset, postcode, FID, 
and PUB_DATE are drawn. 

3.2.3. Continues Discrete Variables 

       The internal calculations inside an 
algorithm take place with numerical data. 
Hence using the one-hot encoder, discrete 
columns are continuous for obtaining one 
feature per value. 

3.2.4.  Standardization 

        A dataset is standardized when its ‘mean’ 
is zero, and the standard deviation is one. The 
standardization of features is done to scale the 
features in a single range. 

3.2.4. Standardization 

     After the standardization, the number of 
features was increased. In this analysis, all the 
features are selected. 

3.2.5. Splitting the data into training 
and testing 

        The dataset is split into the training and 
testing after the standardization to train and test 
the model. In this analysis, 70% of data is used 
in training, and 30% is to test the model. 

3.2.6. Fitting the model 

      After dividing the data into training and 
testing, the models are fitted to calculate the 
accuracy. The different models used in the 
calculation are: 
 
3.2.6.1 Decision Tree: 
         A Decision Tree is an efficient algorithm 
in handling a large amount of data. It is used for 
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both classification and regression. The decision 
tree uses a top-down approach in the 
classification [17]. The structure of the decision 
tree contains two types of nodes: decision node 
and leaf node. The first decision node is called 
the root node. Different learning algorithms in 
the decision trees like ID3, CART, C4.5, etc. 
[18]. In this work, the ID3 algorithm is used. 
The two well-known methods used to build the 
decision tree are the Information Gain and Gini 
Index methods [19]. 
 
    The formula for the calculation of the 
information gain is given in equation (1): 

 

     
                             (1) 
Where S is the entropy of the sample, A is an 
attribute, p is the probability.  
 
      The formula for the calculation of the Gini 
index is given in equation (2): 

 

 
 (2) 
In this work, the Information Gain method is 
used. 
 
3.2.6.2 Random Forest: 
     Random Forest is an ensemble learning 
classifier. Ensemble learning means an 
orchestra of algorithms is acting together to 
solve a problem. In addition, random Forest is a 
bagging classifier. Bagging is a combination of 
bootstrap and aggregation [20].  
 
           Random Forest uses an orchestra of 
decision trees to solve a problem. In this 
orchestra, decision trees are designed in a 
parallel manner. First, the data for each decision 
tree is given by row sampling and column 
sampling with replacement [21]. Second, the 
feeding of data to the base classifier is called 
bootstrapping, and once the outputs are 
obtained from the base classifiers using the 

majority voting method, the output is obtained. 
An illustration of Random Forest is given in 
Fig. 2. 

 
Fig. 2. Random Forest Classification 

         
Suppose there is a binary classification of the 
data. Each of the decision trees is producing the 
output in terms of zero and one. If there is a 
maximum number of one from the classifier, 
then based on their majority, the prediction of 
the Random Forest classifier will be one.  
 
        The decision trees classify the data as 
having low bias and high variance at its 
maximum depth. Random Forest uses row 
sampling and column sampling in different 
decision trees [22]. 
 
3.2.6.3 Gradient Boosting Classifier: 
          Gradient boosting is an ensemble 
classifier. Ensemble techniques are of two types 
bagging and boosting. Boosting is an iterative 
procedure. In this method, the first uniform 
distribution of the probabilities is done on the 
given training instances and then adaptively 
changes the probability distribution of the 
training data [23]. Hence, each training instance 
has equal weight and then iteratively weight 
changes. There are different types of boosting 
algorithms like Adaboost, Gradient Boosting, 
Xtreme Gradient Boosting. In this work, a 
Gradient boosting classifier is used. 
 
    In Gradient boosting, base learners have 
generated sequentially so that the present base 
learner is always more effective than the 
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previous one. In the GradientBoosting, the 
increment of the weights of misclassified items 
is not performed, but the loss function of the 
previous leaner is optimized by adding a new 
adaptive model that adds a weak learner to 
reduce the loss function. It has three main 
components:  
1. Loss function 
2. Weak Learner 
3. Additive Learner 
 
      Let us now understand the 
GradientBoosting algorithm. Three inputs that 
are needed in this are data, loss function, and the 
number of trees.  
Step 1) Initialize the model with constant values 
using the function in equation (3)

(3) 

where L is a loss function. 
Step 2) Compute the pseudo residual. 
Step 3) Fit a base learner. 
Step 4) Calculate the error of the base learner 
and minimize the loss. 
Step 5) Update the model 
 
3.2.6.4 K-Nearest Neighbors: 
          K-Nearest Neighbor is a supervised 
learning algorithm. K-Nearest Neighbor works 
on storing the data and then wait for the query 
point to find out the distances of all the points. 
Then, the majority is considered for the new 
query point [24]. 
If two of several nearest neighbors are the same 
in the majority voting method, then reduce the 
neighbors by 1. If two neighbors have the same 
distance, then that neighbor is selected first in 
the training instances.  
        KNN is also called the lazy learning 
algorithm as it waits for the query point for the 
predictions. Finally, the KNN is called the 
instance-based learner as it stores the instances 
for its predictions [25]. 
 
       The calculation of the distances from the 
query point to the training instances is 
calculated by different formulae: 

1. Euclidean distance: 

 
 (4) 
 

2. Manhattan distance: 

    
 (5) 
 

3. Minkowski distance: 

   
(6) 

In this study, equation 4 is used. 

3.2.7. Calculation of Accuracy 

     The accuracy of each of the models is 
calculated with a confusion matrix. In addition, 
learning curves and classification reports are 
given to support the accuracy of the algorithms. 

3.2.8.  Saving the Accuracy 

         After calculating the accuracy of each of 
the models, accuracies are saved into a list to 
find the best accuracy model. 

3.2.9.  A model with the highest 
accuracy 

          The model with the highest accuracy is 
obtained, and a test dataset is given to this 
model to predict the output. 

3.2.10.  Prediction of Flood Risk 

          The flood risk predictions are obtained 
from the best accuracy model, and each of the 
class levels is very low, Low, Medium, and 
high. 

3.2.11.  Pseudocode for new procedure 

Step 1) Read the data file 
df = read(datafilepath) 

Step 2) Remove the instances with null values 
 df.dropna(subset(coloumn_names)) 
Step 3) Remove the unused variables 
 df.drop(postcode) 
 df.drop(FID) 
 df.drop(PUB_DATE) 
Step 4) continues the discrete variables 
 cate=[column_names] 
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 enc=Onehotencoder() 
enc_obj=enc.fit_transform(df[cate]) 
df.cate=df.dataframe(enc_obj.toarray
()) 
df=df.join(df.cate) 

Step 5) Selection of features 
x=[features] 
y=[target] 

Step 6) Split into training and testing 
 x_train,y_train,x_test,y_test=train_te
st_split(x,y,test_ssize=0.3) 
Step 7) selects the model 
 clf = modelname() 
Step8) Fit the model 
 clf.fit(x_train,y_train) 
Step 9) Saving the accuracy 

list=[model_accuracies] 
 list_models=[Model_names] 
Step 10) Model with highest accuracy 
 Index_max_model=index(max(list)) 
 Max_model=list_models[index_max_
model] 
Step 11) prediction of results 

Max_model.predict(x_test) 

4. Results and Analysis 

     To find out the maximum accuracy 
algorithm, algorithms have been analyzed in 
terms of testing and cross-validation accuracy, 
confusion matrix, classification report, roc 
accuracy, learning curve, scalability curve of 
the model, and performance curve of the model. 
The accuracy is calculated from the confusion 
matrix and is given as equation (7): 

 (7) 

Where TP = True Positive 

TN = True Negative 

FP = False Positive 

FN = False Negative 

In the classification report, precision, recall, and 

f1 score are mentioned. The formula used in 

these calculations is given as equations (8), (9), 

(10): 

 (8) 

  (9) 

                      

(10) 

As already discussed in this work, four 

algorithms have been used for finding the best 

accuracy model. Let us discuss the result of 

each of the algorithms one by one: 

4.1 Decision Tree Classifier 

  The confusion matrix of the decision tree 

classifier is given in Fig. 3. 

 

Fig. 3. Confusion Matrix of decision Tree 

        The accuracy is calculated using equation 

(7) 

 

 

       This shows that the testing accuracy 

achieved is 86.51%. However, on ten-fold 

cross-validation, accuracy is 85.99%. 
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     The classification report of the decision tree 

is given in Fig. 4. 

 

Fig. 4. Classification Report of Decision tree 

     

    The roc accuracy score (macro average) 

obtained in the decision tree is 88.12%.  The 

learning curve, scalability of the model, and 

performance of the model are plotted in Fig. 5, 

6, 7, respectively. 

 

Fig. 5. The learning curve of Decision Tree 

 

Fig. 6. Scalability of decision tree Model 

 

Fig. 7. Performance of decision tree Model 

4.2 Random Forest Classifier 

  The confusion matrix of the random forest 

classifier is given in Fig. 8. 

 

Fig. 8. Confusion Matrix of Random Forest 

Classifier 

         

         The accuracy is calculated using equation 

(7) 

 

 

          

        This shows that testing accuracy achieved 

is 88.57%. However, on ten-fold cross-

validation, accuracy is 88.20%. 

 

        The classification report of the random 

forest is given in Fig. 9. 
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Fig. 9. Classification Report of Random Forest 

     The roc accuracy score (macro average) 

obtained in the random forest is 96.30%.  The 

learning curve, scalability of the model, and 

performance of the model are plotted in Fig. 10, 

11, 12, respectively. 

 

Fig. 10. The learning curve of Random Forest 

 

Fig. 11. Scalability of random forest model 

 

Fig. 12. Performance of random forest model 

4.3 Gradient Boosting Classifier 

    The confusion matrix of the Gradient 

boosting forest classifier is given in Fig. 13. 

 

Fig. 13. Confusion Matrix of Gradient Boosting 

Classifier 

The accuracy is calculated using equation (7) 

 

 

    This shows that testing accuracy achieved is 

79.37%. However, on ten-fold cross-validation, 

accuracy is 79.32%. 

 

    The classification report of the 

GradientBoosting is given in Fig. 14. 

 

Fig. 14. Classification Report of Gradient Boosting 
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    The roc accuracy score (macro average) 

obtained in the GradientBoosting is 89.84%.  

The learning curve, scalability of the model, 

and performance of the model are plotted in Fig. 

15, 16, 17, respectively. 

 

Fig. 15. The learning curve of Gradient Boosting 

 

Fig. 16. Scalability of Gradient boosting model 

 

Fig. 17. Performance of Gradient boosting model 

1. 4.4 K-Nearest Neighbor (KNN) 

    The confusion matrix of the KNN classifier 

is given in Fig. 18. 

 

Fig. 18. Confusion Matrix of KNN Classifier 

     

      The accuracy is calculated using equation 

(7) 

 

 

      This shows that the testing accuracy 

achieved is 87.26%. However, on ten-fold 

cross-validation, accuracy is 86.52%. 

 

    The classification report of the KNN is given 

in Fig. 19. 

 

Fig. 19. Classification Report of KNN 

 

    The roc accuracy score (macro average) 

obtained in the KNN is 94.49%.  The learning 

curve, scalability of the model, and 

performance of the model are plotted in Fig. 20, 

21, 22, respectively. 

 

Fig. 20. The learning curve of the KNN Model 
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Fig. 21. Scalability of KNN Model 

 

Fig. 22. Performance of KNN Model 

   A detailed analysis in the tabular form of the 

algorithms is given in Table 1. 

 

Models 

Cross-

Validation 

Testing ROC 

accurac

y 

Decision 

tree 

85.99% 86.52% 88.12% 

Random 

forest 

88.20% 88.58% 96.30% 

Gradient 

Boosting 

79.32% 79.37% 89.84% 

K- Nearest 

neighbor 

86.52% 87.26% 94.94% 

Table 1. Analysis of Results 

     With this analysis on this dataset, it is found 

that the Random Forest Classifier is showing its 

highest accuracy. Hence it is selected as the best 

classifier to map the flood risk. 

4.5 Comparison with previous works:  

    According to the free lunch theorem, it is said 
that none of the algorithms is the best fit on all 
the datasets.  Hence, it is essential to note that 
two works can be satisfactorily compared when 
they have the same environment of experiments 
in terms of data, platform, etc. Although, a 
comparison of recent year work is given in 
Table 2. 

Author Model name 
and accuracy  

Dataset 

Ho Jun Keun 
et al. [14] 

Geo-ANFIS 
(85%) 

LiDAR 

Proposed 
Work 

Random 
Forest 
(88.58%) 

Open Flood 
Risk by 
postcode 

Table 2. Comparison of works 
 

5.   CONCLUSION AND FUTURE 
SCOPE 
 

       This work has been done with the 
hypotheses of building a new procedure for 
selecting the best algorithm by itself to reduce 
the analysis time of the algorithms individually. 
In this present work, from the analysis of each 
algorithm done individually, it is found that 
Random forest has the highest accuracy given 
by the procedure. The different models' 
Decision tree, Random Forest, Gradient 
Boosting, and KNN gave the 86.52%, 88.58%, 
79.37%, and 87.26% accuracy. Therefore, the 
procedure designed was working correctly and 
provided an accuracy of 88.58% with Random 
Forest Classifier. The other algorithms also 
show better results and sometimes it is not 
mandatory that based on the highest accuracy 
we can select the best algorithm. In many cases, 
it is seen that f1 score, precision, and recall also 
play an important role. But the result obtained 
in this work is satisfactory as it is satisfying all 
the requirements of the best classifier. 
 
      In the advancement of this work, it is 
suggested to improve the model’s accuracy as it 
has about 12% of misclassification. This may be 
achieved by using hybrid algorithms, any 
advanced ensemble technique with tree model, 
deep learning models, and can also be done by 
changing the dataset or increasing the data. 
 
     This process has some limitations like it will 
take some time in finding the best algorithm. 
Hence, it may have some performance issues. It 
is a single process being designed to deal with 
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multiple algorithms hence, algorithms that are 
sensitive to outliers and missing values need to 
be taken care of earlier. Flood risk is a major 
problem in India and its features of prediction 
vary with geographical conditions hence, while 
collecting the data for flood risk prediction it 
should be taken care of before fitting the 
algorithm.  
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