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ABSTRACT 

 
E-learning has become popular across countries in recent years because of its flexibility, availability, and 
accessibility. During the COVID-19 pandemic, most schools and universities have switched to embrace E-
learning for teaching purposes. One of the big challenges in online teaching is to monitor student’s learning 
engagement especially in watching video learning materials. The concentration level of students in watching 
the video is among the important factors for having effective learning. While this aspect is essential, there 
has also been limited work to develop it. Although there have been a variety of studies and implementations 
for student concentration monitoring and evaluation in pervasive learning, the majority of the current works 
are either based on questionnaires, self-reports, instructor introspective assessments, and assignments or are 
assisted by commercial eye tracking devices/software. In this paper, we propose a model for measure a 
student's concentration level in an e-learning environment, using hybrid methods combining head pose and 
eye tracking detection. Specifically, obtain the information through the webcam of the student's head pose 
rotation and eye-tracking technique to discriminate the behavior of the students during the E-learning classes. 
For the performance evaluation experiment, we used a 5-minute E-learning video watched by 10 participants. 
We observe the scenario from an expert perspective and evaluate the students' high and low concentration 
levels. The video is then benchmarked with our model to see the model accuracy with respect to the expert 
decision. Based on this experiment, 80% of the result were similarly matched with the expert's opinion. Our 
extensive evaluations, which included different scenarios, and an expert perspective, demonstrate that the 
proposed method is effective and usable. This technique will enhance the student’s concentration and make 
the session more interesting and updated. This approach could readily be expanded to generate real-time 
alerts for remote live monitoring in E-learning classes. 
Keywords: E-learning, Concentration Level, Facial landmark, Head Pose estimation, Eye Aspect Ratio. 
 
1. INTRODUCTION  
 
         The COVID-19 pandemic impacted people 
worldwide, forcing most activities, including 
learning, to switch online. In March 2020, the 
majority of colleges and schools moved from face-
to-face to e-learning. E-learning has become 
increasingly popular and widely adopted by 
educational institutions and universities. It enables 
information to be provided whenever students need 
it at anytime and anywhere on the web. Due to the 
massive development of the E-Learning 
environment, there is an increasing demand to 
evaluate and measure the student's behavior and 
personalize E-learning (1, 2).                   
To ensure that these E-Learning environments are 
interactive and comparable to traditional classrooms, 

it is essential to maintain a high level of student 
concentration during online classes (3). The 
detection of student engagement has risen in 
importance as a method for evaluating each student's 
learning progress and, as a result, gaining indications 
for enhancing teacher instruction and student 
learning (4). One of the main concerns of instructors, 
among other concerns related to e-learning, is 
measuring student concentration (5). 
 Although concentration and learning are closely 
associated, concentration is recognized as one of the 
most major assessments for assessing learning 
efficiency. It is a significant metric that plays a 
significant role in the learning process (6). 
Compared to traditional classrooms, lack of 
concentration cannot be monitored dynamically or in 
real-time in e-learning environments (7). As a result, 
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providing each student with a personalized learning 
environment is impossible (8). 

 
Computer vision and machine learning 

techniques have been widely used in recent years to 
automate the personalization process for each 
student and improve teaching and learning quality. 
Computer vision has significantly improved, and 
various complex problems can now be resolved 
using different aspects of computer vision(9). One of 
the aspects is face detection, detection of facial 
landmarks, rotation of head pose, eye center 
direction, and other features by facial landmarks 
over time. In addition, outstanding research is being 
conducted in facial recognition, landmark detection, 
emotion detection, etc.  However, there are few 
works on human interaction and behavioral analysis 
using facial expressions and body movement. 
Additionally, it is still an open-topic whether could 
use additional features such as the dynamics of the 
eye, head movement, and how those features might 
be related to the estimated concentration value (9, 
10). 

In E-learning environments, eye-tracking 
devices effectively monitor effective attributes such 
as concentration (11). However, most eye-tracking 
techniques require extra sensors or a calibration 
process, both of which are expensive and 
computationally inefficient (12). Instead, our 
proposed model considers as a low-cost and efficient 
alternative for eye tracking because it relies only on 
a single webcam. 

Head pose estimation techniques can be 
divided into two categories: wearable sensors and 
computer vision techniques. However, wearable 
sensors are difficult to apply to daily learning 
environments because of the annoyance caused by 
wearable sensors and their cost for many students in 
E-learning environments. On the other hand, most 
heads pose estimation techniques limited by high 
computational software and hardware requirements. 
Even though our proposed method is based on 
standard computer vision technology, the results are 
encouraging, and it is lightweight, making it easy to 
integrate into edge devices. This research 
exclusively focuses on computer vision techniques, 
which are more challenging as they must handle 
variable factors such as facial expressions, lighting 
conditions, and lens distortion.  
 

Computer vision measures of subtle human 
behavior, cognition, concentration, or emotion are 
relatively little researched; being aware of the many 
limits of expert view is still one of the best accessible 
criteria for measuring concentration (13). Thus, this 

research decided to adopt an expert's perspective 
views for concentration by simultaneously 
monitoring many kinds of computer vision measures 
and comparing them to expert perspectives. 

 
The majority of the studies mentioned in 

the following topic, while they achieved relatively 
good accuracy in recognizing concentrations, lacked 
proof to measure the relationship between these 
measures with the e-learning video concentration.  
In this paper, computer vision measures were 
measured against the expert perspective view. It tries 
to solve the problem of measuring concentration 
levels and determine how factors like Head Pose 
Estimation, Eye Center Direction, and Eye Aspect 
Ratio influence the student's concentration .Our 
major goal is to propose an efficient and lightweight 
model for automatically measuring concentration 
level, where on-device feature extraction can be 
performed without the need for high cost and 
external devices by using a webcam, a computing 
device, and computer vision technologies to capture 
and process recorder video for students in E-learning 
environments. 

 
The next section will review relevant 

studies in this field. Then will go over our 
methodology and propose a low-cost concentration 
level measurement model. Later will show the 
results of our experiments to show the effectiveness 
of the proposed model and validate them with an 
expert perspective. Finally, we will summarize our 
findings and make some recommendations for future 
work. 
 
2. RELATED WORK: 

In recent years, e-Learning has become a 
rising global application area with significant 
development potential (14). Various studies have 
revealed a significant increase in online courses 
compared to traditional techniques (15, 16). With the 
development of e-learning, there is a high demand 
for technological methods to analyze student 
behavior or status in online learning. The attitude and 
status of students are vital in improving the learning 
effect. Students' status and attitude have been linked 
to concentration, which can retain the essence of 
what they do, read, think, or watch. One of the major 
advantages of E-learning is that students may study 
at their convenience. Students had to leave their 
comfort zones for a long time to attend lectures. This 
environment change leads students to lack 
concentration. E-learning enables students, by 
contrast, to choose the best study environment and 
therefore enhances their understanding. As a result, 
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students like the learning process more than 
traditional classroom learning (17).  

Concentration is one of the most important 
factors influencing the results of learning. 
Furthermore, the student's concentration is critical to 
the effectiveness of the class for learning(18). 
Concentration and overt participation, positive 
behavior, and persistence are considered a 
component of behavioral engagement (19). 
Concentration is the ability to monitor thoughts 
while maintaining attention. Also, the ability to 
concentrate is the ability to maintain the collected 
thoughts (6). Several computer vision techniques for 
modeling the student's head pose, head movements, 
eye state, and emotions are proposed (20-22). 

Several traditional approaches and 
measurements for assessing the concentration level 
introduced in the literature have their relevance. 
First, self-reports, for example, Surveys and quizzes, 
are two possible approaches for keeping track of 
students' actions/behaviors. On the other hand, these 
two approaches are inconvenient and lack 
objectivity because people may not remember 
exactly what they did (23). Second, an external 
expert performed an observational study focusing on 
student behavior analysis; external experts may 
evaluate concentration in some cases based on live 
or pre-recorded videos of educational activities (24, 
25).  

A traditional concentration measuring 
methods are insufficient in all contexts, and these 
methods are not scalable. As a result, for the digitally 
transformed learning environment, automated 
concentration assessments are necessary. These 
approaches use affective computing techniques to 
evaluate different facial signals, head posture, eye 
direction, and well-known social cues of 
concentration and distraction. These techniques are 
sensitive to changes in concentration levels over 
time. Furthermore, automatic measures can help 
prompt intervention to reverse the decline in 
concentration levels (26). With the development of 
computer vision technology, recording and 
analyzing students' classroom behaviors in real time 
is no longer an impossibility (27).  

 
Computer vision can detect students' 

engagement and concentration levels due to 
affective computing techniques, low-cost cameras, 
and their widespread availability in cell phones, 
tablets, laptops, and even automobiles(28, 29). 
Human-computer interaction needs to understand 
how an individual's behavior changes constantly. It 
is also important to determine the visual aspects of 

behavior change. In an e-learning environment, eye 
and head movement patterns predict how students 
feel (30). For example, if a student is rotating head 
frequently, that could indicate different behavior for 
different contexts. If a student is looking left or right 
too frequently, instead of looking at the screen, if 
each rotation period is comparatively too long or 
exceeds a threshold, it indicates a lack of 
concentration. 

Face detection has proved to be more 
effective than reliable biometric methods such as 
fingerprint and iris; the face detection advantages are 
based on cost and user convenience (31). To extract 
the details of the face region, there are various face 
detection algorithms Viola-Jones (32), Local Binary 
Pattern (LBP), Ada Boost, and Neural Network are 
some of the most popular face detection algorithms. 
In addition, Viola and Jones suggested a fast and 
robust method for face detection that is 15 times 
quicker than existing techniques and has a 95 % 
accuracy rate at the time of release(33). The Viola 
Jones face detection algorithm is used by Kamath, 
Biswas, and Balasubramania (29) to analyses the 
input images, then the Histogram of Oriented 
Gradients (HOG) is used to represent the face for the 
patch to get the final vector of features. These 
features have been used to train the instance-
weighted Multiple Kernel Learning-Support-Vector 
Machine (MKL-SVM) to build a model, and then the 
system's performance was evaluated. They achieved 
an average accuracy of 43.98 % and a maximum 
accuracy of 50.77 %. 

Accurate Facial landmark detection within 
facial images is a critical step toward completing 
several  higher-order computer vision tasks, such as 
facial recognition and facial expression analysis 
(34). facial landmarks are extracted using Dlib's 

implementation of Kazemi and Sullivan’s paper (35), 
where the main advantage is high detection speed 
(36).  In addition, the importance of accurately 
identifying facial features such as the location points 
of the eyes, nose, and mouth is important since the 
following features extraction and classification 
stages can be more powerful and efficient if the 
facial feature points are correctly located(37). 
 

One of the body interaction techniques that 
has been discovered and used as an input modality is 
the head gesture. The gestural input identified by the 
yaw, pitch, and rolls of the user's head movement 
using 3-dimensional (3D) interfaces as an interaction 
platform (38). UÇAR  (8) detect student engagement 
in an e-learning environment based on head pose 
estimation and eye aspect ratio, algorithms used 
solvePnP (39, 40) and EAR (41) . The result shows 



Journal of Theoretical and Applied Information Technology 
15th September 2021. Vol.99. No 17 

© 2021 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
4308 

 

that student engagement can be detected by machine 
learning models with 72.4% accuracy. 

 
The application of eye-tracking techniques 

in e-learning has enabled the estimation of the 
student's concentration in real-time. It has been 
discovered that the stress level, the focus of 
concentration, and problem-solving capacity of 
students may be effectively estimated using several 
eye-tracking measures such as fixation duration, 
gaze point direction, and blink duration (42). Valente 
et (43) concentrate on combining head pose and eye 
location information to compute gaze direction when 
non-frontal faces or off-center pupils are present. In 
addition to using cured isotopes to detect eye 
locations, the researchers use a cylindrical head 
model to estimate head pose and track head 
movement. The results show that eye estimations 
and head pose tracking accuracy has increased by 
16% to 23% and 14% to 24%, respectively. 
However, accuracy remains low due to the dynamics 
of head pose and eye location and the limitations of 
model-based gaze estimation approaches. Model-
based gaze estimation methods frequently rely 
heavily on specialized hardware, such as a high-
resolution camera, infrared illumination, complexity 
sensors, and a chinrest. However, free head 
movements may cause model-based approaches to 
fail frequently. 

Hutt et al. (44) proposed using gaze patterns 
and locating areas of interest (AOIs) to detect mind 
wandering while students were taking a massive 
open online course (MOOC). In detecting student 
mind wandering, exploiting gaze patterns was more 
effective than locating AOIs Still, their approach 
Compared to research-grade eye trackers, consumer 
versions have a lower sample rate, reducing the 
accuracy of eye-gaze data. Furthermore, because 
they can't generalize their findings to other lectures, 
data were obtained in a calm lab setting; for greater 
ecological validity, they need to investigate more 
realistic learning situations (e.g., homes or libraries).  
 Krithika (45) uses eye and head rotation to evaluate 
students' concentration and generate a low 
concentration alert. The implementation was carried 
out in MATLAB, with various functions for face 
detection and Viola Jones feature detection used. 
However, their system could not track eye center 
movement and head pose in different angle scenarios 
but instead focused on determining if the emotion 
was positive or negative when only if the face was 
detected. Besides that, when facial features and eyes 
status are considered, the detection precision is 
skeptical. Sharma et al. (46) suggested a real-time 
system for checking students' concentration in an e-

learning environment based on face detection. They 
expressed facial emotions during an online class and 
automatically adjusted the contents according to the 
student's concentration level by analyzing their 
emotions. Then, the emotions are analyzed to 
determine the final concentration index. The results 
indicated that the emotions expressed were related to 
the student's concentration, and they devised three 
distinct levels of concentration (high, medium, and 
low). However, different variations in head pose and 
subtle facial behaviors are difficult to handle with a 
2D-based study comparing to our model study in 3D. 
Zalatelj and Kosir (47, 48) estimated body pose, 
facial expressions, and gaze using a Kinect sensor 
and its commercial SDK. Kinect was then used to 
calculate behavioral signals (such as yawning, taking 
notes, and so on) and trained a bagged decision tree 
classifier to estimate observer-rated concentration 
levels (low, medium, high). SDK.  However, several 
sensors are required in a normal classroom with 20-
30 students, potentially bringing additional costs and 
device synchronization challenges. 

Based on previous studies, most of the 
research area is not fully covered as integrated 
factors using hybrid methods combining head pose, 
eye center direction, and eye aspect ratio (EAR) with 
results validation from an expert perspective view. 
In addition, a threshold model is employed to define 
for each attribute the slandered value. This work 
defines standard values for each behavioral model 
attribute rather than manually selecting the reference 
frame. A threshold model controls the deviation 
from the standard values. If the deviation for a 
certain period is lower than the corresponding 
threshold value, a low concentration level event is 
detected in the proposed model. Therefore, this 
research aims to measure the level of concentration 
as judged by an expert perspective observation. The 
basic argument is that because teachers modify their 
teaching behavior based on student concentration, 
automating concentration levels via computer vision 
is significant for various educational applications. 
Furthermore, experts must generate concentration 
judgments based on various factors such as the 
student's head pose, eye center direction, and eye 
aspect ratio. 

 
3. METHODOLOGY 
 
 The proposed model focuses on measuring 
the student’s concentration level by continuously 
monitoring head pose rotation, eye center direction 
and eye aspect ratio (EAR) based on recorded videos 
watching the learning material. First, the model’s 
main components were defined. Then, using an input 
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video, our model iteratively evaluates each of these 
components to measure the appropriate 
concentration level. Figure 1 shows the proposed 
model design with its major components. 
 

 
Figure 1: Framework for concentration level recognition 

model. 

3.1 Face Detection 
Haar Cascade Classifier implementation 

from OpenCV is used to detect the face, which 
Violas Jones has suggested. To detect the face, this 
model allows images to be processed quickly and 
achieves high average detection. First, a new image 
representation called the "integrated lines" is 
introduced to the face, and a small number of critical 
images is selected. The model then integrates 
classifiers into a "cascade" that rejects the image 
background areas, uses more computation on objects 
such as regions, and eliminates non-facial regions. 
Finally, the output will show a bounding box for the 
face detected. 

 
3.2 Facial Landmark Detection  

After face detection, facial landmarks are 
extracted, the location of 68 (x, y)-landmark 
coordinates corresponding to facial features is 
estimated using a pre-trained landmark detection 
model from the dlib library (i.e., implementation of 
(35). Recognition of the concentration level does not 
require all facial landmarks. Furthermore, OpenCV 
does not always require computing the deviation for 
all 68 landmarks. As a result, only landmark points  
 
 
evaluated are needed for our model. In this case, only 
the required points are used. Figure 2 shows the 
landmarks utilized to detect the head and eye, 
respectively. Students' concentration level is best 
defined by their head pose, eye center direction, and 
eye aspect ratio (EAR). After detecting all 68 

landmarks, 12 landmarks were selected for eyes 
detection and 14 for head detection for our proposed 
model. Instead of all 68 landmarks, our model uses 
26. 
 

 
Figure 2: Facial landmarks detection 

3.3 Calibration: 

One of the main contributions to this work is to 
estimate a calibration model that identifies the 
efficient, relevant facial attributes using facial 
landmarks to monitor students' concentration levels. 
One of the main contributions to this work is to 
estimate a calibration model that identifies the 
efficient, relevant facial attributes using facial 
landmarks to monitor students' concentration levels. 
As relevant facial attributes for concentration 
detection, we have determined three attributes: Head 
Pose, Eye Center Direction, and Eye Aspect Ratio 
(EAR). We use the head pose attribute to determine 
if the student is heading straight to the screen or left 
or right. Using the eye direction attribute, we can 
decide if the person is looking straight ahead or in 
another direction.  And the eye ratio (EAR) attribute 
can determine whether the student blinks frequently 
and is sleepy. All these essential attributes contribute 
to student concentration detection and make the 
model more efficient. 
 
3.3.1 Head Pose Estimation 

To estimate head pose, solvePnP function 
from the OpenCV library's is used. This function 
used Levenberg-Marquardt optimization to solve the 
Perspective-n-Point problem. Perspective-n-Point is 
a problem of estimating the pose of a calibrated 
camera given a series of n 3D point coordinates in 
the world and their corresponding 2D projections in 
the image. 2D facial landmark coordinates are used 
14 face landmarks and corresponding approximate 



Journal of Theoretical and Applied Information Technology 
15th September 2021. Vol.99. No 17 

© 2021 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
4310 

 

3D point coordinates. Then, using the solvePnP 
function, the corresponding rotation and translation 
vectors were obtained. Using Rodrigues' rotation 
formula (49), the rotation vector was transformed to 
a rotation matrix. Finally, the rotation matrix was 
used to compute Euler angles (pitch, yaw, and roll).  

After detecting the Euler angles, our model 
determines whether the head is rotating left or right 
by using an appropriate threshold value. When the 
yaw angle remains between -20 and +20 threshold 
value, the head remains in the center. A yaw angle 
more than 20 indicates that the head is facing left, 
whereas a yaw angle less than 20 means that the head 
is facing right. Similarly, when the pitch angle is 
maintained between -20 and +20 threshold value, the 
head remains in the center. When the roll angle keeps 
between -25 and +25 threshold value, the head 
remains in the center. When the head is turned away 
from the center for more than 10 seconds, then it is 
determined to have low concentration. In Figure 3, 
Euler angles are shown. 

 

Figure 3: Head Movement at Euler Angles (e.g., roll, 
pitch and yaw). 

3.3.2 Eye Detection: 

Eye detection is done using the Haar Cascade 
Classifier technique. The first step in determining 
eye location is to detect faces. Following the 
detection of the student's face, the next step is eye 
localization. The eyes are then localized and 
determined using the 68 coordinated facial 
landmarks coordinate point mapping. The left eye is 
accessible through index 37 to 42, and the right eye 
is accessible through index 43 to 48. The localized 
eyes will then be displayed using the convex hull 
method from the OpenCV Library. Next, the eye 
status monitoring is done using the Blob detection 
algorithm, which is used to find the image's biggest 
contour (blob) in the eye region, which means an iris 
area. The center of this blob is then used as the iris 

center. After the iris contour is founded, the eye 
center coordinate can be obtained using moments. It 
has also been provided in the OpenCV library. The 
moments will find the center mass of eye contour by 
counting non-zero-pixel images or the image with 
color besides black. The formula to get the x and y 
coordinate of the eye center is shown in equation 1. 
 

𝑋 =
𝑀10

𝑀𝑂𝑂
      𝑌 =

𝑀01

𝑀𝑂𝑂
          (1) 

 
Where 𝑀10 is the first moment in X and 

M00 in all areas, in the case of concentration, the 
eye’s iris is supposed to stay at the center. Therefore, 
a student is assumed not to concentrate if his eye iris 
directs looking away from the screen to the left or 
right direction for a certain period which could be 
negative indicators of the concentration level. In our 
model, eyes direction is detected using 12 landmarks 
for both eyes where the points number 36, 37, 38, 39, 
40, 41 and for the left eye frame while the 42, 43, 44, 
45, 46, 47 give us the right-eye frame. 

 
To determine the direction of eye 

movements, thresholds are set. First, the eye area is 
divided into two sections for each eye. Then count 
the number of non-zero pixels in and half-section to 
determine the percentage of white area. Eyes are 
looking to the right if the average white area of the 
first half is larger than the average white region of 
the second half for all eye areas. Eyes are looking to 
the left if the average white area of the second half is 
larger than the average white region of the first half 
of all eye areas. When the eyes are directed to the left 
or right for more than 10 seconds, the case is 
identified as not looking forward. When none of the 
above cases are found, eyes are looking at the center.  
Figure 4 (a), (b) and (c). shows an eye movement 
direction with a white region on different cases. 
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Figure 4: (a), (b) and (c) Eye Center Direction with white 
region on different cases. 

3.3.3 Eye Aspect Ratio (EAR):   

Two-dimensional coordinates of six 
discrete landmarks in each eye were used to measure 
eye-close or eye-open. P1 and p4 represent the left 
and right sides of the eye, respectively, while p2 and 
p3 are two points above the eye, and p5 and p6 are 
two points below the eye. EAR is only used for the 
unilateral eye. The range of head ion exceeds 30 
since a significant degree of head rotation can result 
in an eye not being observed; equation 2 was used to 
calculate EAR. 

 

EAR =
||P2 − P6|| + ||P3 − P5||

2||P1 − P4||
          (2) 

 
As long as the eyes are open, the computed average 
eye aspect ratio of both eyes remains nearly constant. 
Therefore, an eye-blink is counted when the average 
EAR is less than 0.25. Also, if the average EAR is 
less than our model's threshold for 30 seconds or 
more, the student is considered sleeping. 
 

 
3.4 Threshold model for concentration level 

measurement constraints: 
 
 Another important contribution of this 
research is the identification of a threshold model 
that indicates the change in three major attributes 
used in the calibration process. Any deviation from 
standard values contributes to detecting student 
concentration behavior. If these deviations continue 
for a specified period, the case is considered to have 
a low concentration level. As a result, deviations 
from the standard threshold value can help detect 
low concentration behavior. Any low concentration 
level event detected by the model reduces the 
concentration level of the corresponding student. 
OpenCV is used to detect facial landmarks, and our 
concentration levels are measured by using these 
landmarks. There has been no manual annotation. 
Furthermore, our proposed model does not utilize 
any additional classifier or training. We employed 
calibration as a classifier and a Threshold model to 
identify the concentration level from standard 
behavior. 
 
3.5 Concentration Level Detection: 

Student's behavior can be detected at any 
time using the Threshold model and calibration 
process. We defined Concentration Level 
Recognition to correlate student behavior and the 
calibration process combining head pose, eye center 
direction, and eye aspect ratio. Our model 
continuously monitors the input video frame. It also 
detects required attributes and calculates deviation. 
In addition, this model detects and saves in a 
database the estimated values for all attributes with 
the estimated concentration level for the same 
values. then extracted and viewed by the instructor. 
If more than the threshold for students are low 
concentration, a feedback notification will be sent to 
the instructor’s computer display. Based on the 
notification, the instructor will adjust the content 
style and instructional strategy to the students. This 
technique will enhance the student’s concentration 
and make the session more interesting and updated. 
 
3.5.1 High Concentration Level: 

To detect high concentration, make sure the 
head and eyes are in the correct position before 
proceeding. The head pose, the center of the eyes, 
and the eye aspect ratio should be determining by a 
head pose and the eyes facing the screen. Our model 
assumes that if they do not face the screen correctly 
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or their eye aspect ratio is less than the threshold 
value (when an eye blink lasts more than a second, it 
is considered an eye closure), their concentration 
level is low. The number of frames for which the 
appropriate level of concentration is not detected is 
monitored. If the number of frames with low-level 
concentrations exceeds a predefined threshold, the 
student is not interested in the topic. For determining 
the head pose and eye movement direction status, the 
head pose (-20 degree <yaw angle < +20 degree) and 
the eye movement direction should be facing the 
screen (looking to center) where asymmetric average 
white region over time, and Eye Aspect Ratio value 
is more than the threshold (open eye), i.e., EAR 
>=0.25 where these are the standard values for 
concentration. 

 
3.5.2 Low concentration level: 

For determining the head pose status and eye 
movement direction for low concentration level, it 
comes in three steps: 

1- Head Pose Rotation looking at the different 
direction (Left or Right) for more than 5 
seconds according to these values  
Yaw Angle (-20 degree < yaw angle > +20 
degree) 
Pitch Angle (-20 degree < Pitch Angle 
>+20 degree) 
Roll Angle (-25 degree < Roll Angle > +25 

degree) 
 

2- Eye Aspect Ratio <0.25 (Sleeping 
detection) for more than 30 seconds. 

3- Eye Movement Direction for more than 5 
seconds (average white region of first half≠ 
average white region of second half) 
Looking at right or left. 

4 Result and Discussion: 
For the performance evaluation 

experiment, an E-learning video of 5 minutes long 
was used with a frame rate of 14fps (i.e., frame per 
second) and 640×480 resolution. Then the video is 
encoded and processed with Python. Next, it is saved 
using the AVI format, and in this video, it has one 
recorded student’s learning scenario for e-learning. 
Finally, the model is tested on a dataset of 5 students 
for both scenarios (high, low) with 10 total videos. 
Without loss of generality, participants include 
males and females, with different illumination 
conditions and with different types of concentration 
(high, low); the participants sit comfortably in front 
of their computers.  
During watching the recorded videos, an expert from 
University Sultan Zainal Abidin's Faculty of 

Informatics and Computing observed student 
behavior` during recorded videos for each student to 
create the known and actual status for concentration 
level and classified it into two categories: high and 
low concentration levels. Then The video is 
benchmarked with our model to determine the 
concentration level. After that, compare the result 
with expert observations then calculate the accuracy 
for our model. Equation 3 was applied to calculate 
the accuracy of the concentration level detection 
percentage. Here, accuracy is calculated by  

Accuracy = 
൬

Total number model results exact with the expert 

10
൰ 100   

   (3) 
 
Based on this experiment, 80% of the result were 
similarly matched with the expert's opinion. Thus, 
our model provides good outcomes. It measures 
head rotation and eye center movements by detecting 
and tracking the student's face in real time. 
According to the results, our model was able to 
measure the state of the student concentration level 
in real time. 
 
5.CONCLUSIONS  

In the e-learning environment, there is an 
increasing demand to measure student 
concentration. As a result, Therefore, this study 
proposes a model for measuring a student's 
concentration level in an e-learning environment and 
also providing a feedback mechanism to improve E-
learning supports for better content delivery. 
Specifically, obtain the information through the 
webcam of the student's head pose rotation and eye-
tracking technique to discriminate the behavior of 
the students during the E-learning classes. A 
feedback notification will be sent to the instructor’s 
computer display. Based on the notification, the 
instructor will adjust the content style and 
instructional strategy to the students. First, the model 
detects and tracks the face, head, and eyes. Then, it 
analyses the state of the student's head pose rotation, 
eye center direction, and eye aspect ratio (EAR). 
Then compute the difference between the standard 
threshold value to determines the student's level: 
high concentration or low concentration. After that, 
an observation from an expert perspective to 
determine concentration levels for each student. 
Finding that our model results matched 80% of the 
expert decision. This technique will enhance the 
student’s concentration and make the session more 
interesting and updated.  
This study has some limitations. If several faces 
appear in the window, the webcam can detect more 
student's faces, and unwanted output may appear 
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because of the different states of concentration for 
different faces. As a result, only one student's face 
must ensure that it is visible to the webcam. As 
potential future work, this approach could readily be 
expanded to generate real-time alerts for remote live 
monitoring in E-learning classes. 
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