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ABSTRACT

The author presents a simple data-driven intraday technical indicator trading approach based on Genetic Programming (GP) for return forecasting in the Bitcoin market. We use five trend-following technical indicators as input to GP for developing trading rules. Using data on daily Bitcoin historical prices from January 2017 to February 2020, our principal results show that the combination of technical analysis indicators and Artificial Intelligence (AI) techniques, primarily GP, is a potential forecasting tool for Bitcoin prices, even outperforming the buy-and-hold strategy. Sensitivity analysis is employed to adjust the number and values of variables, activation functions, and fitness functions of the GP-based system to verify our approach's robustness.
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1. INTRODUCTION

Cryptocurrencies are now rapidly growing in use as a new type of financial tools. The Bitcoin market, the earliest decentralized cryptocurrency, pioneered in [24], has matured to a size of approximately 170 billion US dollars. Bitcoin has emerged as a potential investment opportunity [8, 14]. As a financial asset, Bitcoin has elements both of a commodity and a currency.

The efficient market hypothesis (EMH) provides a vital theoretical framework in the financial-economic domain [26]. Specifically, the EMH states that if the financial market is informationally efficient (i.e., prices fully reflect the available information that relates to the financial asset being traded), a profitable investment trading strategy (i.e., a buy-and-hold trading strategy) is not required to outperform the market taking into consideration the execution costs of the transaction. Therefore, it is not feasible to make price predictions by using the available information in that market.

The absence of evaluation methods for Bitcoin investments has driven the exploration and examination of the potential forecasting of different variables such as Bitcoin popularity [13], trading volume [4], stock market ambiguity [8], and other cryptocurrencies [9]. Bitcoin prices appear to exhibit a forecasted pattern [27], resulting from Bitcoin's short history in the financial market and the irrational trading behaviours of different orders in the Bitcoin market [9]. In conjunction with Bitcoin market growth, researchers have also explored the cryptocurrency investment domain, even though only a small number of papers have been published in that field [10, 12, 16, 19].

The price dynamics in the Bitcoin time series have been shown to exhibit some unique features. [3, 5, 6, 23] study the Bitcoin market's statistical properties. One of the most significant results they note is the Hurst exponent's inefficiency of the time series of returns. The study reported in [4] shows that the Bitcoin price returns exhibit heavier tails and are more volatile than other financial stocks. This tendency has been identified through the detection of power-law behavior and the study of the scaling laws and exponents. Furthermore, [10] shows that the Bitcoin market exhibits high price return and high volatility.

Several Artificial Intelligence (AI) and machine-learning methods have been employed effectively for price return forecasting. Among the most popular and effective methods have been artificial neural networks, genetic algorithms, and genetic programming (GP) [1, 2, 7, 18, 22, 23, 29]. In this study, we use GP to search for technical analysis indicators, as an alternative to applying pre-specified trading rules. AI techniques learn and identify patterns from a set of data to forecast price movements and thereby assist investors in their
decision process. Several studies in the financial forecasting literature have used technical analysis indicators as inputs to form their predictors [11, 29].

Nevertheless, one limitation of the various studies on financial forecasting based on AI is that the technical analysis indicators they use as inputs have a pre-specified period. For illustration, for the moving average technical analysis indicator, they use a 12-day moving average time window. However, no one can assure that "12 days" is optimal for a specified period's technical indicator. As a result, in this study, we consider it vital to investigate the effects of evolving trading rules on GP to decide on the optimal indicators.

The contribution of this study is to apply AI techniques for algorithmic trading in the Bitcoin market. This study investigates whether technical trading rules that evolve using GP can overtake a buy-and-hold (B&H) trading strategy in the Bitcoin market. We use five technical indicators and evaluate their trading performance by comparing them with a B&H strategy based on the return on investment (ROI) and Sharpe ratio calculated using the bootstrapping method. Our study offers Bitcoin traders a potential strategic trading method based on AI and machine-learning techniques, thereby showing AI's potential in evolving arbitrage trading rules and profitable investing decisions. Experimental results were promising, showing improved performance of the evolving trading rules using GP, although results were not always consistent across all datasets tested. This is the first study to employ a GP-based forecasting tool to Bitcoin trading.

The paper is structured in four sections. Section 2 defines the dataset and forecasting method. Section 3 defines the GP-based forecasting system. Section 4 offers the results. Section 5 concludes the paper.

2. DATA AND METHOD

This section describes how we use AI techniques, specifically GP, and technical analysis indicators, to develop trading rules to forecast Bitcoin prices. Section 2.1 presents the historical price data. Section 2.2 illustrates and defines the technical analysis indicators used in this study. Section 2.3 describes the GP core working mechanism.

1.1 Dataset

We use the daily price and volume Bitcoin historical data from Yahoo Finance. We used the following three cryptocurrency pairs: BTC-USD, ETH-USD, and BCH-USD. The time period for BTC-USD and ETH-USD is from January 1, 2017 to March 1, 2020; while for BCH-USD is from July 23, 2017, to March 1, 2020. For the price data, we use the following for each trading day: opening $p_o$, closing $p_c$, high $p_h$, and low $p_l$ prices. In our study, we use the price return data $r_t$, which is calculated from the closing prices in a daily time-series, as follows:

$$R_t = \frac{p_t}{p_{t-1}} - 1$$  (1)

where $t$ is a time index in the time series data. The data record for each Bitcoin are illustrated in Figure 1.

1.2 Technical Indicator

In this section, we describe the five technical analysis indicators along with their formulas. These technical indicators have been used to generate trading rules using the training datasets.

The first rule we used is the price moving average (MA), which the financial literature considers the most popular technical rule [11]. The MA trading rules imply a signal for a buy (sell) order once the current price, or latest average price, go above (is less) a longer-term price average of the specified stock asset. In this study, we use the 10-day, 15-day, and 30-day price averages. The MA formula is as follows:

$$MA(L, t) = \frac{\frac{1}{L} \sum_{i=1}^{L} p(t-i)}{\sum_{i=1}^{L} p(t-i)}$$  (2)

A second technical trading rule among the most widely used financial indicators [11] is the trading range breakout (TRB). The TRB is also well known for representing the support and resistance levels. The TRB issues minimum and maximum prices, corresponding to which a financial asset has transacted throughout the preceding $n$ days. In this study, for $n$ days, we use 50, 150, and 200 days, as [11] used. The TRB indicator is calculated as follows:

$$TRB(L, t) = \frac{p(t) - \max\{p(t-1), \ldots, p(t-L)\}}{\max\{p(t-1), \ldots, p(t-L)\}}$$  (3)

Figure 1. Daily Closing Price For The Following Cryptocurrency Pairs: BTC-USD, ETH-USD, And BCH-USD.
The third technical trading rule used is the rate of change (ROC). The ROC rule correlated the current price to the price \( n \) days in the past. A standard time period used in the financial literature for ROC is ten trading days, which we used in this study. The ROC is calculated as follows:

\[
ROC = \left( \frac{p_c - p_{c-n}}{p_{c-n}} \right) * 100
\]  

(4)

where \( p_c \) is the closing price of the most recent time period, while \( p_{c-n} \) is the closing price for the previous \( n \) periods.

The fourth technical trading rule used is the on-balance volume (OBV) technical momentum trading indicator, which is considered the top-known technical indicator established on trading volume to make price predictions. The OBV indicator uses the volume flow of an asset to predict changes in the price time series. The OBV formula is as follows:

\[
OBV = f(x) = \begin{cases} 
volume, & \text{if } close > close_{prev} \\
0, & \text{if } close = close_{prev} \\
-volume, & \text{if } close < close_{prev}
\end{cases}
\]  

(5)

We use the relative strength index (RSI) for the fifth technical trading indicator rule, which measure the adjustment and rate of price movements. The authors in [28] state that the RSI is the highly employed countertrend technical indicator. The RSI fluctuates between zero and 100. An RSI value greater than 70 typically indicates that Bitcoin has increased in value but is now overbought (i.e., one should sell) and oversold when below 30. These two traditional levels can also be modified if required to improve the fit of the asset price time series. The RSI is calculated using the following formula:

\[
RSI = 100 - \frac{100}{1 + \frac{Average\ gain}{Average\ loss}}
\]  

(6)

1.3 GP

GP, introduced in [20], is an extension of the GAs pioneered by Holland [15]. The principal difference between GAs and GP is in their representation structures for potential solutions to a problem. In GAs, the individual members of the population are represented by fixed-size strings that represent candidate solutions. In contrast, in GP they are structured in programs that offer the applicant several solutions.
GP routinely generates decision trees that are executable by computation and have various structures and length representations. Decision trees are developed by mixing different functions and terminals. The function set comprises the basics employed to structure the models of a decision tree and create the branches. These can be relational and arithmetic operators, domain-specific functions, Boolean values, or operator pre-specified functions. The terminal set comprises the variables and constants that lie in the closing nodes of a branch on the tree. These terminal values are the independent variables of the GP space search, or as temporary constants produced as random constant values generated in the initialization population of the decision tree. In addition, terminals can operate as the parameters to the defined functions. As a way of illustration, a classic technical trading rule in financial markets, "buy order once the asset's price develops greater than the MA of the asset's price for the previous 10 days," is exemplified by a tree structure demonstrated in Figure 2. This tree structure can be written in infix notation as follows: "IF asset_price > MA (price, 10) THEN buy."

![Figure 2. Decision-Tree Representation Of A Trading Rule.](image)

The basic GP steps for creating candidate solutions to a problem are (Poli et al. 2008):

(1) Create an initial population pop of n trading rules (programs) from the available data randomly.

(2) Repeat for each population pop:

(2.1) Execute each trading rule (program) using a training dataset and calculate its fitness value using the defined fitness function.

(2.2) Select one or two trading rule(s) (program(s)) as of the population pop, where a proportionate fitness probability of participating in the genetic operations (crossover, mutation, and reproduction).

(2.3) Create new individual trading rule(s) by employing genetic operators based on the defined probabilities.

(3) Repeat the previous steps until a satisfactory solution is realized or a specific other termination condition is satisfied (e.g., a maximum number of generations is reached).

(4) Return the best trading rule (program) with the highest fitness value.

The Fitness function measures the GP performance of candidate solutions through the evolution process. For each generation, parents (candidate solutions) are selected with regard to their fitness value to participate in the creation of a next-generation, with the result that parents with high fitness value get a greater possibility of replicating in the next generation. The crossover operator combines the content of two parents to create an offspring solution. On the other hand, Mutation is the second genetic operator used in both GAs and GP to create slight genetic variations of the solution for a minor fraction of the population. Reproduction is employed as the third genetic operator to avoid missing the most refined individuals. Therefore, the reproduction operator entails selecting various individuals in a population-based on their fitness value. Afterwards, the addition of a version of these individuals interested in the next generation without adjustments. In this study, the finest observed individuals are replicated to the new generation based on a fixed probability threshold value.

3. GP-BASED SYSTEM

The approach that the proposed GP-based system in this paper, and most studies of GP-based systems, have used in financial forecasting works as follows. The operator starts by providing a set of: historical price data, technical analysis indicators (described in section 2.2), and decision signals (buy, sell, and hold); the GP-based system afterwards uses the historical data and, over a GP learning process, generates and evolves a population of genetic decision trees (GDTs), that provide a decision support framework by offering recommendation signals to buy (denoted by 1), sell (denoted by -1), or hold (not-to-buy) (represented by 0). Figure 3 describes the Backus-Naur form (BNF) grammar of the GDTs for the GP-based system. Subsequently, the GP-based system evaluates the GDTs performance, throughout a training dataset, for every generation. Therefore, the
GDT with the highest fitness value on the final generation is added to the defined testing historical dataset.

Look at the BNF of the GDTs: the root of each GDT is an if-then-else statement based on one or more technical analysis indicators. Consequently, the first branch of the GDT can be on either (a) a Boolean (examining whether an indicator is larger than, fewer than, or equivalent to a defined threshold value) or (b) a logic operator (and, or, not), hence be capable of taking numerous Boolean conditions. Thus, the if-then-else branches are viewed as a new GDT or a trading decision to place buy, sell, or hold orders.

<table>
<thead>
<tr>
<th>Positive</th>
<th>Actual Positive</th>
<th>Actual Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prediction</td>
<td>(TP)</td>
<td>(FP)</td>
</tr>
<tr>
<td>Negative</td>
<td>False Negative</td>
<td>True Negative</td>
</tr>
<tr>
<td>Prediction</td>
<td>(FN)</td>
<td>(TN)</td>
</tr>
</tbody>
</table>

Accordingly, in this study, we use three evaluation metrics: Rate of Correctness (RC), Rate of Missed Chances (RMC), and Rate of Failure (RF), presented in Equations (7), (8), and (9):

\[
RC = \frac{TP + TN}{TP + TN + FP + FN}
\]

\[
RMC = \frac{FN + TP}{FP + FN}
\]

\[
RF = \frac{FP}{FP + TP}
\]

In this study, we use the above three evaluation metrics and define a fitness function based on an assigned weight value for each of the three-evaluation metrics. The fitness function is given in Equation (10):

\[
f = (RC \times w_1) - (RMC \times w_2) - (RF \times w_3)
\]

where \(w_1\), \(w_2\), and \(w_3\) are the weight values for each of RC, RMC, and RF, respectively. [18] and [21] report that these three weights are provided to signify investor preferences and risk tolerance. As an illustration, a high-risk trader would choose to avert investment decision failure. Consequently, a higher weight value for RF have to be used in this case. Nevertheless, [21] shows that adjusting the values of these weights appears not to influence the trading performance of the GP. For this study, we incorporate the role of weight value given our focus on improving the correctness of the predictions while reducing the chance of prediction failure. As a result, these weights have been set to \(w_{RC} = 0.5\), \(w_{RMC} = 0.2\), and \(w_{RF} = 0.3\) correspondingly, and are provided in this approach to signify the importance of each measure to the GP-based system. The optimal value of the fitness function is one that allows the GP-based system to achieve high RC and lower RF.

Throughout the evolutionary process of the GP-based system, we use the three genetic operators: crossover, mutation, and reproduction. Once the last generation of GDTs is reached, the
best GDT is selected based on fitness value, where the GP-based system adds the GDT to the testing dataset.

One of the major challenges of evolving GP trading rules is over-fitting to the training dataset. Therefore, the evolved rules should get comparable trading performance when examined with a new dataset to confirm the effectiveness and efficiency of the evolved trading rules. Thus, in this study, we used a random sampling method developed in [7]. The idea is intended as an alternative to evaluating the fitness value over the entire dataset; the calculation is performed on randomly selected data segments which show improved prediction accuracy and out-of-sample outcomes contrasted to benchmark GP and volatility-adjusted fitness as well.

To compare the performance of the GP-based system with other classical trading strategies such as B&H, we look at another standard fitness function. There is a large selection of evaluation measurements for measuring the performance of trading in the financial market, the most employed being the Sharpe ratio, the Sterling ratio, and ROI [17]. The Sharpe ratio presents a risk-adjusted measure of investment performance and has been applied in several studies in the financial literature. The Sharpe ratio is calculated as follows:

$$\text{SharpeRatio} = \frac{\mu - RF}{\sigma} \sqrt{n} \quad (1)$$

where $\mu$ is the mean of the investment returns, $RF$ is the risk-free rate, $\sigma$ is the standard deviation of investment returns, and $n$ the quantity of observation points.

4. EXPERIMENTAL RESULTS

This section presents the experimental results of running the GP-based system on historical daily closing prices for Bitcoin using three datasets over 3.2 years. We begin by observing how the GP-based system affects the fitness values of the created population during the training period. This is because we are interested in seeing whether the trading rules based on technical indicators evolved using GP are providing GP with an advantage in financial forecasting and, if this is the case, how quickly to find the optimal trading rule throughout the evolutionary process. We then continue by presenting a summary statistics comparison of the results between the GP-based system and B&H strategy. At this time, we point out that all the results of fitness values have been normalized to a scale of $[0,1]$. The other evaluation measures (RC, RMC, RF) are already presented in this scale, and thus no normalization is required.

1.4 GP Parameter Settings

The most satisfactory GP variables settings were decided over initial experiments. Even though the higher GP population sizes result in superior performance, we set the population size to 100 for complications concerning the running time and search space. Crossover, mutation, and reproduction rates were chosen through systematic experimentations. The total number of generations was programmed to 60 because through our examinations, and no substantial improvement was noticed and reported following generation 50. Based on the sensitivity analysis, the values of GP variables are demonstrated in Table 2. For risk evaluation of the generated trading rules, the confidence level was set to 95%.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of generations</td>
<td>60</td>
</tr>
<tr>
<td>Population size</td>
<td>100</td>
</tr>
<tr>
<td>Initialized method</td>
<td>Ramped half and half</td>
</tr>
<tr>
<td>Max initial tree depth</td>
<td>5</td>
</tr>
<tr>
<td>Selection method</td>
<td>Roulette wheel</td>
</tr>
<tr>
<td>Crossover rate</td>
<td>0.6</td>
</tr>
<tr>
<td>Mutation rate</td>
<td>0.3</td>
</tr>
<tr>
<td>Reproduction rate</td>
<td>0.1</td>
</tr>
<tr>
<td>CVaR confidence level</td>
<td>95%</td>
</tr>
</tbody>
</table>

Table 2. GP Parameters Setting For The Experiment
1.5 Experiment Settings

Many applications of machine learning in the financial forecasting literature split the dataset into training and testing datasets. This is well-known as a static methodology because it applies the same dataset throughout the entire testing cycle with no reforming the dataset. Splitting the dataset to two datasets training and testing affects the precision for learning and, hence, the forecasting outcomes’ accuracy. One more possible issue with the static methodology is that the forecasting model will depend on the dataset distribution employed in the training and testing datasets. We use the dynamic sliding-window cross-validation methodology to train and test the GP-based forecasting system in this work. Using this methodology, both learning and testing can be performed several times using small amounts of sequentially different datasets.

1.6 Results

This section represents the experiments' results and then compares these results between the GP-based system and B&H strategy. As we have indicated, we are interested in studying the behavior of the GP-based system, and accordingly, the trading rules generated; this requires examining the search space for GP. In other words, does the GP system find potential trading rules from the beginning of the evolutionary procedure since the GP search space is wide, and there is a variety of data input to consider? Or does the GP begin with low trading performance (low fitness values for generated trading rules) owing to the wide search space? These are simply two cases of behavioral forecasting using questions regarding AI techniques we might be asking.

We perform our analysis of the experimental results in two rounds, following the experimental design in [18], in which they applied it in the stock market. In the first round, we compare the training fitness values based on the entire GP population. Therefore, we calculate the average fitness value for the entire GP population of trading rules (GDTs) in which this process is conducted and repeated for each GP generation. Let us denote this average by AvgFitPop. Consequently, we can examine how the GDTs' AvgFitPop changes throughout the 60 generations of each simulation run. We complete calculations of the average fitness value over these 60 simulations runs (number of generations) of AvgFitGen. Figure 4 shows the results of the AvgFitPop for the tested dataset in which each line in the graph represents the average AvgFitPop for a different tested dataset of the Bitcoin market. As we can see from Figure 4, the population of a GP-based system launches at first generation with an average fitness value between 0.1 and 0.2, for all tested datasets. This grows rapidly to 0.3–0.5 and stabilizes around 0.75, with half of the Bitcoin marginally exceeding this fitness value. As we see in Figure 4, the AvgFitPop for ETC-USD is the lowest among the Bitcoins, which is in line as well with the investment performance results in Table 3.

For the second round of our experimental analysis, we compare the fitness value of the best individual GDT (highest fitness value) per generation; this fitness is called BestFitGDT. Thus, as an alternative to calculating the average fitness value of the entire population for each generation, we report only the GDT with the highest fitness value in each generation. We can thus represent by what means the highest fitness value changes over the 60 generations of a single run. We completely define the average fitness value, over these 60 runs for creating GP generations, of BestFitGDT. Figure 5 shows the results of the average best individual GDTs (highest fitness value) per generation. We see that results vary per Bitcoin, even though they appear to follow the same pattern. It is interesting to
note from the results that although BestFitGDT on average performs AvgFitPop, this superiority is not exhibited in the average values of Fitness, RC, RF, and RMC.

![Figure 5. Plot Of The Average Best Fitness Value Of The GP Generations, Calculated By Considering The Best Fitness Value Of The Gdts In Each Population For BTC-USD, ETC-USD, And BCH-USD. This Implies That We Initially Find The Best Fitness Value For Each Population Of Gdts For Each Of The 60 Generations. Then, We Find The Average Fitness Value Of This Number Over The 60 Simulation Runs.](image)

The results of implementing the GP-based system are shown in Table 3. This table presents ROI, standard deviation, and Sharpe ratio of the B&H strategy and GP-based system. Although GP-based trading rules were profitable in the two cases (positive ROIs from 6.35% to 37.62%), they could not outperform the B&H in ETC-USD, with negative excess returns. However, the overall average ROI is positive (i.e., 10.85%), implying that the generated GP-based trading rules outperform the B&H strategy.

<table>
<thead>
<tr>
<th>Ratio</th>
<th>GP</th>
<th>B&amp;H</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BTC-USD</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROI</td>
<td>37.62%</td>
<td>12.74%</td>
</tr>
<tr>
<td>SD</td>
<td>0.0061</td>
<td>0.0135</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.041</td>
<td>0.224</td>
</tr>
<tr>
<td><strong>ETC-USD</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROI</td>
<td>6.35%</td>
<td>9.54%</td>
</tr>
<tr>
<td>SD</td>
<td>0.0152</td>
<td>0.0254</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.145</td>
<td>0.374</td>
</tr>
<tr>
<td><strong>BCH-USD</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ROI</td>
<td>35.47%</td>
<td>9.26%</td>
</tr>
<tr>
<td>SD</td>
<td>0.0075</td>
<td>0.0186</td>
</tr>
<tr>
<td>Sharpe ratio</td>
<td>0.035</td>
<td>0.265</td>
</tr>
</tbody>
</table>

5. CONCLUSION

We introduce a GP-based system for discovering profitable trading rules in the Bitcoin market. The examined AI technique was used to decide possible buy-and-sell conditions for Bitcoin to generate potential financial investment results to survive risky investment conditions while generating superior investment returns at minimum risk.

The trading rule base proposes the best combination for trading in the Bitcoin market based on the price data and technical indicators. The proposed GP-based system has some benefits. First, the system creates different decision-trading rules based on various technical indicators and the period used, reflecting correlations between these technical indicators. Second, applying the GP-based system, traders can benefit from the slight price fluctuations in the Bitcoin market. This benefit is associated with the dynamic environment of the Bitcoin market.

Nevertheless, the Bitcoin market transaction cost influences the trading performance of different orders due to repeated trading in the market. Hence, the transaction cost is reflected in the GP-based system for evaluation. Furthermore, the conditional Sharpe ratio was chosen for the fitness function of trading performance to compare it with a B&H trading strategy. To summarize, the GP-based system offers a trading rule base and a forecasting model that is simple, clear, and interpretable for investors in the Bitcoin market.
A more profound improvement of the GP-based system's configuration may produce improved results regarding a more specific dataset, analytical functions, and learning trading rules for further studies. Furthermore, an extended analysis of the impact of the chosen fitness measure might be conducted, examining its consequences in the whole performance of the GP-based system.
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