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ABSTRACT 

  

Developing hand gesture recognition algorithms, and more generally, pattern recognition algorithms is a 

very active area of research in computer vision. There are various approaches and techniques to the 

recognition problem among researchers. In this manuscript, our objective is to develop a novel Principal 
Component Analysis based hand gesture recognition algorithm, and compare its performance against k-

Nearest Neighbor classifier and Sparse Representation based Classifier. The proposed algorithm makes use 

of linear triplet loss embedding and projections onto subspaces. An open source HandReader dataset 

consisting of 500 labeled images with 10 signs from American Sign Language is split into a training set 

with 100 images and a test set with 400 images. The proposed algorithm outperforms with 95% accuracy. 

This shows that the proposal methodology might be effective in computer vision when there is relatively 

small amount of data is available. It is expected that approaches similar to the current one will contribute 

the emergence of machine learning algorithms with Principal Component Analysis based techniques.  

Keywords: Computer Vision, Sign Language, Hand Gesture Recognition, Human-Computer Interaction, 

Triplet Loss, Stochastic Gradient Descent, PCA-TP, SRC, kNN 

 

1. INTRODUCTION  
 

With the advances of technology, nowadays, the 

human interaction and communication with 

computing devices has become inevitable and it is 

more likely to continue to be one of the active areas 

of research in computer vision. Clearly, there are 

various forms of human-computer interaction 

(HCI). In its traditional form, a simple mouse and a 

keyboard are two common tools in HCI. While 

mouse-like objects are useful in handling two 

dimensional interactions, they are far from being 
convenient in three-dimensional real-world 

applications. It is safe to say with the advancement 

of smart technologies in the last decade there was a 

paradigm shift in HCI to graphical interface based 

on graphic objects [1]. As in human-human 

interactions, gestures are becoming very convenient 

and natural way in HCI where three-dimensionality 

is not an issue at all. There are more than ten 

different body parts that humans use in 

communication and gesturing. In a thesis work [2], 

hand gesturing is found to be the most common 

ways of communication with the relative frequency 
of usage being about 21%.   

Sign Language is an essential tool for 

communication among hearing-impaired 

community, and is a structured form of hand, face, 

and body gestures. It is also an important method in 

HCI in applications such as game or robot control, 

virtual reality, and so on [3]. For such automated 

systems pattern recognition plays crucial role and 

there are various methods being developed to 

improve pattern recognition algorithms and address 

new challenges, see e.g.  [4, 5, 6, 7, 8, 9] and 
references therein.  

While many state-of-the-art static hand gesture 

recognition algorithms use two dimensional 

convolutional neural networks based deep learning 

techniques [3, 10], they have two main 

shortcomings. One of the weaknesses of these 

techniques, common to other machine learning 

techniques, is absence of robustness due to under 

specification [DHM15] where the algorithm may 

end up finding wrong local minimum. Another, 

issue with the deep learning approaches is the 
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overfitting. This may occur especially if the dataset 

is not sufficiently large for the given task.  

In this paper, our objective is to develop a novel 

Principle Component Analysis based algorithm 

together with Triplet similarity embedding and 

Projections (PCA-TP), and use the open access 
HandReader dataset [12] to compare the 

performance of the proposed method to two 

common techniques from the literature, namely, a 

Sparse Representation based classifier and a k-

Nearest Neighbor classifier.  

The contribution of this research is to provide a 

new approach (PCA-TP) to the hand gesture 

recognition problem. Since PCA and orthogonal 

projections are robust techniques, our algorithm can 

be considered as a robust approach as opposed to 

the deep learning techniques. Moreover, this 

approach does not necessarily require large dataset 
and yet expected to provide high recognition 

accuracy. Since, triplet similarity embedding was 

first implemented in the machine learning 

community in its original form, as a secondary 

contribution, our proposed algorithm is an attempt 

to bring two seemingly different approaches into 

common ground. 

In the next section we provide a review of 

literature on the subject of the study. Section 3 

describes details of our experimental setup. In 

section 4 we state the results of our experiment, and 
in the last section we end with the discussion of the 

results, limitations, and future work. 

2. LITERATRURE REVIEW 

   In human-computer interaction, hand gesture 

and sign language recognition is a task of following 

and identifying various performed signs and 

translating them into computer understandable 

expressions or words. There are sensor-based and 

vision-based data acquisition techniques in gesture 

recognition [13].  In the sensor-based approaches 

the measurements such as gyroscope, 

accelerometer, electromyography, wi-fi, and radar 
are some of the common tools implemented to 

acquire the data. On the other hand, in vision-based 

approaches to the gesture recognition video 

cameras, leap motion controllers, and body markers 

are some of the customary instruments used to 

collect image or video datasets. Since we are 

interested in vision-based gesture recognition 

models we will not concentrate on sensor-based 

approaches and only refer to the survey [14] for 

interested readers on the subject. The end-to-end 

vision-based gesture recognition procedure has 
steps including data acquisition, image 

preprocessing, hand tracking, video segmentation, 

feature extraction, and finally classification. In [15] 

hand tracking and segmentation methods were 

introduced for Indian sign language recognition 

problem. The authors’ own data was collected with 

labels as letters in English alphabet and numbers 
from one to ten. The video frames were converted 

into grayscale images and cropped to reflect the 

region capturing the hands of the participants. The 

idea of hand tracking was based on difference 

analysis of adjacent frames together with YCbCr 

skin color detection model [16]. As for the hand 

segmentation, thresholding technique was 

implemented together with edge detection 

methodology. Due to space limitation, we content 

ourselves with the review of static hand gesture 

recognition approaches and for other techniques and 

steps of vision-based gesture recognition we refer to 
[13, 19, 20, 21] and references therein.   

Static hand gestures recognition system was 

proposed in [22] for Indian sign language. After 

segmentation process, 43 features were extracted 

that included seven geometric features such as 

circularity, eccentricity, convexity, and irregularity 

as well as 36 Zernike moments of the images. The 

classification and recognition are done using 

Euclidean distance of covariances of the feature 

vectors. The proposed model was tested in a 

database consisting of 318 images from 19 distinct 
signs with total accuracy reaching as high as 

98.74%. Another recognition task [23] on 10 Indian 

sign gestures were introduced based on Principal 

Component Analysis (PCA) with accuracy around 

90%. PCA is one of the classical and well 

recognized robust techniques from linear algebra 

that is utilized in dataset dimension reduction tasks. 

Another work [24] studies fuzzy rule based 

Bangali sign language recognition problem. For 

corner detection, local auto-correlation 

methodology due to Harris [25] was implemented. 

The recognition was done based on fuzzy rules of 
hand configurations. 

k-Nearest Neighborhood and Support Vector 

Machine (SVM) based algorithms were proposed 

and compared in [26] for their recognition 

performances on their own open access 

HandReader dataset with dark background, Figure 

1. The hand images were converted into binary 

format as result of histogram-based background 

subtractions, morphological operations, Gaussian 

filtering, and thresholding. Comparison of the 

algorithms show that Support Vector Machine 
algorithm [27] with linear kernel outperforms 
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(recognition rate 96%) k-Nearest Neighborhood 

classifier (recognition rate 93%) [28]. 

Artificial Neural Networks-based approach with 

4 cameras is proposed in [29] for sign language 

recognition. The network has one hidden layer 

consisting of 80 neurons used to classify images 
labeled with 36 signs with 144-dimensional input 

and sigmoid activation. The dataset of 288 were 

split into train and test sets equally and recognition 

rate reaching 95.1%.  

A real-time gesture recognition problem on 

American sign language (ASL) proposed in [30] 

based on Convolutional Neural Networks (CNN). 

To this end, ASL FingerSpelling Dataset from the 

University of Surrey over 65,000 images for 24 

static signs as well as Massey University Gesture 

Dataset of 2,524 images were used, In 

implementing the CNN network with softmax 
activation weights of GoogLeNet trained on 

ILSVRC 2012 was utilized. The findings may be 

considered robust for letters a-e, while it is modest 

for letters a-k (excluding letter j) with overall 

performance reaching 97.82% accuracy. 

Using K-means clustering an American sign 

language recognition mobile application is 

proposed in [31]. For segmentation of hand 

gestures, Canny edge detection and region growing 

methodologies were utilized. SURF descriptors 

were used as extracted features before the 
classification into 16 classes with K-means 

clustering technique. Finally, SVM algorithm is 

used to classify the signs reaching 97.13% of 

accuracy. 

Another image based ASL recognition system 

was recently proposed using deep learning [32]. 

The proposed model uses CNN together with skin 

detection and convex hull approach reaching 

recognition accuracy of 98.05%. The dataset 

consists of 900 images with 36 having 25 samples 

each split as 80% for training and 20% for testing. 

The RGB images were converted into YCbCr using 
skin color detection technique [16]. The CNN 

architecture consists of two Conv2D layers 

followed by pooling, flattening, and two dense 

layers with 9216 and 128 nodes respectively.  

Recently, Turan [17] compared (Modified) 

Sparse Representation based Classification (MSRC) 

to Principal Component Analysis (PCA) based 

classification on Yale Database B of face images, 

and showed that MSRC outperforms PCA in face 

recognition. To represent feature vectors as sparse 

as possible, l1 minimization is implemented. Later 
in [18] Aitimov et al used part of HandReader 

dataset [12] to compare the performance of MSRC 

to k-Nearest Neighbor (kNN) and Random Forest 

classifiers, and showed that MSRC always performs 

better. 

As it is seen from the literature, machine learning 

based approaches use huge amount of data for 
training their model. With fewer data, the models 

are more likely to run into overfitting issue. In this 

article, we propose PCA-based approach which 

does not require large datasets and are robust to the 

recognition problem considered. 

3. EXPERIMENTAL SETUP AND 

METHODOLOGY 

 

In this section we provide information on the 

dataset we study, dataset preprocessing, introduce 

k-Nearest Neighbor classifier, l_1-minimization 

based Sparse Representation classifier, and finally, 
the proposed Principal Component Analysis based 

classifier (PCA-TP) combined with Triplet 

similarity function and Projection as a recognition 

metric. 

2.1 HandReader dataset 

 

In this work, we use HandReader dataset [12]. 

HandReader includes 500 static images of 10 kinds 

of hand postures from American Sign Language. 

The ten signs used from the alphabet are letters A, 

B, C, D, G, H, L, I, V, and Y, where for each hand 
posture there are 50 representative images (see 

Figure 1). The dataset is split into two: Training set 

and Test set. The training set contains 100 images, 

10 for each sign, while the test set contains the 

remaining 400 images, 40 for each sign. 

 

 

Figure 1: The signs from the HandReader dataset. 
From left to right, they correspond to the letters A, B, C, 
D, G, H, I, L, V, and Y 

 

2.2 Dataset preprocessing 

 
In our experimental setup we want to compare 

the three algorithms for both raw and preprocessed 

dataset. In all cases, the final size of an image is 
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converted to 30x30 pixels, which is then flattened 

into 1 dimensional column vector. See Figure 2 for 

the preprocessing steps. 

To preprocess the dataset, each image is 

converted into grayscale, then to black and white 

using threshold 60 within the range [0, 255], where 

white color represents the hand. Then, the hand is 

cropped out to a rectangular image, which is then 

reshaped into a 30x30 image. See Figure 3, for the 

preprocessed image before reshaping into 30x30. 

 

 
 
Figure 3: Examples from preprocessed dataset 

 

2.3 Review of classifiers 

 
  Let Train denote the training set {x1, x2, … , xN} 

consisting of N labeled m dimensional vectors, and 

Test be the labelled M images{y1,y2,…,yM} 

allocated for validation. We now review k-Nearest 

Neighbor classifier and Sparse Representation 

based classifier in details. As mentioned in the 

introduction, we compare the results of our 

proposed model to these two classifiers and report 

the findings. Our proposed PCA based novel 

algorithm will be introduced in the upcoming 

subsection in details.  

 

2.3.1 k-Nearest Neighbor Classifier 

 
   The k-nearest neighbor (kNN) classifier is one of 

the classical machine learning algorithms used to 

label a new image using a labeled dataset of images 

[33, 28]. More precisely, given a set of N images xi, 

i=1, 2, …, N with labels {li} and a new test image y, 

the kNN attempts to find the k-nearest neighbors of 

y from the set, and labels it according to majority 

votes. Clearly, the distance function d (taken to be 

Euclidean by default) and the parameter k plays 

crucial roles in the classification. See Algorithm 1 

for a summary of kNN.  

 
Algorithm 1. k-Nearest Neighborhood 

Algorithm 

Input: {xi, li}, I = 1, 2, …, N and y in Rn  
Output: label for y 

For i:=1 to N do 

    Find Euclidean distance d(y, xi)  

End  

Sort the N distances in ascending order 

Pick the labels of the first k nearest distances 

Assign a label l to y  which is most frequent 

End 

 
2.3.2 Sparse Representation Classifier (SRC) 

 

Here we review Sparse Representation Classifier 

proposed in [34] and improved in [17], see also 

[35]. 

We create an m × n matrix A = [A1, A2, …, AN] 

= [v1,1, v1,2, …, vi,k] from a training set of 

images. It includes the vectors by concatenating the 

columns of each gray image intensity matrix as vi,k 

where i represents the label of image in classes and 
k is the index number of each class. For a given test 

sample image vector y in Rm, to assign a label we 

numerically solve l1-minimization problem that 

minimizes the norm subject to Ax = y, and 

then calculate the sum of entries δi(x) that 

corresponds to each i-th label and obtain 

Ri=sum(δi(x)). As a result, because of high 

correlation between the test sample and training 

 
Figure21: Dataset Preprocessing Steps 
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class, the maximum sum gives the corresponding 

class as: identity  

 

Any given test image can be reconstructed by the 

product of training image matrix and sparse 

reconstruction vector as explained in Figure 4. 

Different colors are used for different image classes 

in the columns. The same class images have the 

same color and placed in the training matrix (A) 
group by group. To reconstruct the test image (y), 

the sparse reconstruction vector (x) takes the 

significant entries from the related columns of A 

because of high correlation between the same class 

images. To classify the test image, we just calculate 

the sum of entries group by group (here two by two) 

in x. Finally, the place of maximum sum gives us 

the corresponding class and thus the recognition is 

completed. 

 

 
Figure 4: Classification by sparse reconstruction vector 
 

We refer to Algorithm 2 for details. 

 

Algorithm 2. Modified Sparse Representation 

Classifier 

Input   matrix  for N 

labels and   

Output label for y 

Normalize columns of A w.r.t. l2-norm 

Solve  subject to Ax = y  
for i = 1 to N do 

Compute Ri = sum of coordinates of x1 

corresponding to label i 

End 

Assign label =  

End 

 

 

2.4 Proposed PCA and Projection Based 

Classifier 

 

As before, 

 

denotes the training set consisting of labeled m 

dimensional vectors and  

 

is the test set. We now provide details of our 

proposed algorithm. It has three main components, 

namely PCA, triplet similarity embedding, and 

projections as a similarity metric. 

 

2.4.1 Principal Component Analysis 

Principal Component Analysis (PCA) is one of the 

classical and widely used linear dimension 
reduction techniques where an image is represented 

as a feature vector with a smaller dimension. More 

precisely: Let  be the  

matrix with m-dimensional vectors from a training 

set stacked into columns. Let μ  denote the m-
dimensional column vector given by 

 

and  where the vector μ is subtracted 
from each column of X. Next, we compute the 

eigenvalues  

 

and corresponding eigenvectors 

 

for the covariance matrix 

. 

Note that since the covariance matrix is symmetric, 

its eigenvalues are always real. If we plan to reduce 

the dimension m into d we form an   matrix 
Xpca from the first  d eigenvectors  

. 

There are various methods to decide the integer d 

including Scree Plot analysis. For our purposes, we 

simply take d to be the number of nonzero 

eigenvalues counting the multiplicity.  

Finally, to transform m-dimensional vectors x 

representing images into d-dimensional feature 

vectors x’ we simply carry matrix-vector 

multiplication 

. 
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2.4.2 Triplet Similarity Embedding 

Triplet Similarity Embedding is a machine learning 

technique introduced in [38] for the purposes to 

improve face recognition, verification and 

clustering methods in deep learning models. Idea is 

to train a similarity function f such that for any 
anchor {a} and positive {p} with the same label 

and a negative {n} with a different label, we wish 

to have our distance function satisfying 

 

for any given metric dist ( , ).  
To avoid trivial functions such as f = 0 a positive 

hyperparameter  is added and one aims to 

minimize the 

for all triplets {a, p, n} in the training set. 

For our purposes we train a linear map f and use 

projection based approach as in [36]. We know that 

for two unit vectors u,v the cosine of the angle θ 

between the two can be computed by cos(θ)=(u,v), 

where ( , ) is the dot product operation. So, if u,v 
are feature vectors with the same label, they are 

expected to be close to each other, so that θ is close 

to zero, which makes cos(θ) large. We know that 

the dot product up to sign can be interpreted 

geometrically as a Euclidean norm of projection of 

u into the span of v provided the latter is of unit 

length. So, in the projection setting, close means 

large dot product. This implies that we need to train 

the similarity function f so 

that

is minimal. 

For a linear function f, we let f(x)=Wx for some 

 matrix W  where d is the dimension of 
feature vectors and integer r ≤ d is a 

hyperparameter.  Hence, W reduces the dimension 

feature vectors from d to r.  Note that 

 

Therefore, the minimization problem takes the 

form

 

where {a, p, n} runs from the training set. To 

optimize the W we implement Stochastic Gradient 

Descent (SGD). To avoid the overfitting we include 

the l2-regularization factor. As the gradient of 

individual loss satisfies 

 

 
 

in each iteration of SGD we need to update W with 

 

(1) 
 

where the last term is the l2-regularization. For the 

experiment, we iterate SGD 1000000 times for the 

hyperparameters  α=β=0.001, γ=0.00001 and 

initiate our matrix W as a 50×d identity matrix, 

where d is coming from PCA. 

 

2.4.3 Projection as a Similarity Metric 

 

To apply PCA for pattern recognition, various 

metrics can be considered, see e.g [37] where 15 

different distance functions are considered. For our 

purposes we consider the Euclidean norm of the 

projection onto a subspace. 

Given a basis of n column vectors for a vector 

subspace V in , let A denote the m×n matrix 
obtained from the basis by stacking them into the 

columns. It is well known, see e.g. [39], that an m 

by m matrix 

 

defines the orthogonal projection onto the 

subspace V. In particular, it satisfies  and 

. We may think of V as a subspace 
representing various images for a label.  

If the Euclidean norm of Py for a feature vector y 

of an image from the test set is larger compared to 

projections onto subspaces of other labels, then we 

may interpret it to have the same label. The square 

of an Euclidean norm for Py satisfies 

 
 

Thus, this formula can be implemented to each 

labeled class to compare the norms of the 

projections. So, given a test feature vector y, we 

may assign a label to it via 

               (2) 

where Pi represents the projection matrix onto a 

vector subspace generated by feature vectors from 

test set belonging to the label i. We note that A 

must have linearly independent columns, in 

particular, the images in the training set should not 

be redundant.   

Another option is to compare projections of y 

onto one dimensional vector subspaces 

corresponding to single feature vectors and then 

take their sum. More precisely, one can label y with 
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(3) 

where Traini is the set of feature vectors with label 

i. Finally, one can take weighted average of the two 

approaches and consider y label to be 

 

 

(4) 

 

where  For our purposes we take 

. 
 

To summarize we have 

 

Algorithm 3. Proposed Algorithm PCA-TP 

Input:  matrix  for  

labels, , , , 

] 
Output: label for y 

Normalize columns of  and y w.r.t. -norm 

Apply PCA to reduce  to an  matrix  

Transform  into  in  with PCA 
transformation 

Set =  identity matrix 

Use SGD to train a triplet similarity  matrix 

 according to (1): 

for  do 

   take random  from columns  with 

 the same label. 

   if  do 

         

 
End 

Compute  and  

for  do 

   Compute the similarity metric  according to (4) 

End 

Assign label =  

End 

 

We now turn to reporting the findings of the 

experiments carried on kNN, MSRC, and proposed 

PCA-TP algorithms 

 
3. RESULTS 

 
In this section we state the results of our 

experiment for kNN, MSRC, and proposed PCA-TP 

and compare their recognition performances. We 

carried experiments on the HandReader dataset in 

two situations: without any preprocessing stage and 

with preprocessing stage explained in the 

methodology section. 

After applying PCA each image feature vector is 

reduced to a new feature vector of dimension d=99.  

 

Figure 5. Loss Function Trained On Raw Dataset 

 

The graphs of loss function over 1,000,000 

iterations are given in Figure 5 and Figure 6. 

 
Figure 6. Loss Function Trained On Preprocessed 

Dataset 

 

While in the loss falls below 0.05 in a pre-

processed training set, it remains around 0.1 as a 
result of training on raw data. We also note that 

beyond 600,000 trainings the loss function more or 

less stabilizes in both situations. 

 

3.1 Results for raw dataset 

 

We now provide the experimental results for the 

raw dataset and how they compare to kNN and 

MSRC. The k Nearest Neighbor algorithm was used 

for three different situations when k takes values 

one, three, and five. It is customary to take k from 
odd integers and since the accuracy was decreasing 

with k increasing, we stopped at k=5 as shown in 

Table 1. 
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Table 1. Recognition Accuracy For Raw Dataset 

Classifier kNN 

(k=1) 

kNN 

(k=3) 

kNN 

(k=5) 

MSRC PCA-

TP 

Accuracy 70.25% 65.25% 64.50% 64.75% 77.25% 

Our proposed model PCA-TP is readily seen to 

outperform the other algorithms with recognition 

accuracy of 77.25%. We also note that, another 

experiment for PCA-TP without triplet similarity 

resulted in the recognition accuracy of 76%. The 

result shown for PCA-TP in Table 1 is when the 

weighted metric (4) is implemented with . 
Moreover, additional experiment for PCA-TP with 

metric (2) and (3) the recognition accuracy was 

75% and 77%, respectively. Figure 7 shows the 

recognition accuracy of PCA-TP for the individual 

letters. 

 

Figure 7. Recognition Accuracy For Individual Signs On 
A Raw Dataset 

We see that the proposed algorithm performs best on the 
letter A with accuracy of 97.5% while it is lowest with 
accuracy 52.5% on the letter D. 

3.2 Results for preprocessed dataset 

We now state results of our experiments on 

preprocessed dataset as explained in the previous 

section. The main findings are reported in Table 2. 

Table 2. Recognition Accuracy For Preprocessed Dataset 

Classifier kNN 

(k=1) 

kNN 

(k=3) 

kNN 

(k=5) 

MSRC PCA-

TP 

Accuracy 91.00% 88.50% 84.75% 90.75% 95% 

Once again, our proposed model is the best 

performing with 95% high accuracy compared to 

the classical recognizers. For both raw dataset and 

preprocessed dataset experiments we see that kNN 

is performing better than MSRC. The experimental 

result for PCA-TP without triplet similarity would 

give accuracy of 94%. Moreover, for PCA-TP with 

metric (2) and (3) the accuracy is 93.75% and 

94.25%, respectively. Figure 8 shows the 

recognition accuracy of PCA-TP for the individual 
letters. 

 

 
Figure 8. Recognition Accuracy For Individual Signs On 

A Preprocessed Dataset 

From Figure 8, we see that PCA-TP is mostly 
failing to recognize the letter “D”. Detailed analysis 

shows that “D” is falsely recognized as the letter 

“I” in most cases. 

4. DISCUSSION 

 

In this work we compared k-NN, MSRC, and 

our proposed novel algorithm (PCA-TP) on hand 

gesture recognition. The results show that PCA-TP 

outperforms both algorithms. We note that Tofighi 

et al [26] considered the same dataset with a more 
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sophisticated preprocessing and used a version of 

Support Vector Machine classifier with linear and 

RBF kernel and showed that in the linear case the 

accuracy reaches 96% while our PCA-TP has 95% 

accuracy (Table 2). They additionally considered 

application of Gaussian Blur, squaring the image 
canvas, etc. In their work, algorithms mostly failed 

to recognize letter “G” which is falsely recognized 

as letter “H”. In our case, PCA-TP was falsely 

identifying letter “D” with letter “I”. So, if the two 

algorithms are combined the accuracy is more 

likely to increase. 

As mentioned before a recent work [18] 

studied the hand gesture recognition problem using 

the same HandReader dataset but only part of it. 

More specifically, they considered four out of ten 

letters, namely, the letters A, B, C, and D and 

compared the recognition rates of kNN, MSRC, and 
Random Forest (RF) classifiers. Moreover, they 

reported the performances depending on the resized 

images and also the recognition speed. In all cases, 

MSRC turned out to be the best performing, 

followed by kNN, and RF the less performing. 

Depending on the sizes of images, the recognition 

rate of MSRC reported to vary from 95% to 97.5%. 

In our case, when the complete HandReader dataset 

is utilized, the performance of MSRC dropped to 

90.75% while our proposed model reaches 95% 

accuracy.  
Aside from proposing a novel algorithm, our 

approach can be thought as an attempt to bring 

linear algebra based robust techniques and machine 

learning based nonlinear methods into common 

ground. We note that the contribution coming from 

the triplet similarity embedding (machine learning) 

is about 1%, which is still fine, however, it would 

be nice to see in a future work if other kinds of 

triplet embedding functions improve the 

performance. 

As mentioned before, while deep learning 

architectures such as convolutional neural network 
models have satisfactory results in computer vision, 

the models proposed as in this article have two 

main advantages: robustness and effectiveness on 

small size datasets. Besides, by merging PCA with 

machine learning method, namely triplet 

embedding function, our approach contributes to 

the emergence of seemingly two different 

methodologies for computer vision problems. 

 

4. CONCLUSION 

In conclusion, we proposed a novel algorithm based 

on PCA, triplet embedding, and projections 

effective in vision-based hand gesture recognition 

tasks with recognition accuracy reaching as high as 

95%. This is clearly a promising performance given 

the size of the HandReader dataset. Once the 

images are processed, the images are reshaped into 

vectors and are reduced using PCA preserving the 

significant features. These feature vectors are then 
combined with triplet embedding to improve the 

embedding manifolds. Projection based metric is 

implemented to label the images. Only 20% of the 

dataset was allocated for training, while 80% for 

the test. This is completely opposite to deep 

learning models, where it is customary to allocate 

the most of the data is for training. Hence, we can 

see the robustness of our model for small size 

datasets.  

One limitation of PCA-TP is in the formula (2), 

where we need to know that A has linearly 

independent column vectors which may fail in 
lower dimensional representations. To overcome 

this issue, some of the ‘redundant’ images should 

be removed from the training set. 

While we see that the projections prove useful 

as a similarity metric, we note one shortcoming. A 

vector y which is almost in opposite side of x will 

have large projection length onto the subspace 

generated by x. Thus, for the metric (2) our 

algorithm may mistakenly consider y the same label 

as x. However, with (4) this issue may not arise. 

Otherwise, one may combine our metric with the 
usual Euclidean norm. 

It is not clear whether the performance of the 

proposed model could decrease on the dataset 

containing more than 10 letters. This could be 

another future work to investigate and if so, then 

look for methods to improve the algorithm.  

We also note that, in our model we trained 

linear triplet embedding function. It is expected that 

the nonlinear triplet embedding approach would 

improve the performance.  
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