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ABSTRACT

One of the greatest challenges facing various organizations and institutions is information security. Attackers have devised means to steals mobile user identity by developing malware that might be inadvertently installed by users due to the open source nature of android operating system causing financial loses. Although various machine learning algorithms have been proposed recently for malware detection, it is challenging to detection malicious apps with single classification model. In this paper, we propose to detect malicious apps in android traffic using four (4) different machine learning algorithms. The proposed approach was evaluated on comprehensive and publicly available dataset. The result obtained shows that decision tree and tree based ensemble algorithms produced superior results when compared with support vector machine and logistic regression models. The results suggest the impact of multiple classification algorithms to improve the performance of malware detection system. The finding can be utilized to guide security expert on the use of machine learning methods to detect malicious software.
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1. INTRODUCTION

The global community has witnessed a significant upsurge in the amount of malware proliferation over the Internet. Report available from Anti-virus (AV)-test statistics (2018) shows an exponential growth of malwares, from 24 million in 2009 to 811.34 million in 2018. According to recent report by Per Galtan [1], the numbers of Android users attacked by banking malware has increased to 90% in 2018, with 1.8 million of such attacks being impacted between 2018 and 2019. Even though such attacks decreased from 1.8 million to 786,325 in 2016 and 515,816 in 2017, in April 2018 the number of malware attacks grew on a severely increasing trend. Kaspersky Lab's "Financial Cyber threats in 2018 report asserted that Asacub peaked more than double to nearly 60%, followed by Agent (14.28%) and Svpeng (13.31%). All three experienced volatile growth in 2018; especially Asacub as it peaked from 146,532 attacked users in 2017 to 1,125,258 users.

Malware is a software designed to infiltrate and harm a mobile or computer devices without the owner’s prior knowledge. Malware detection has become a central component in information security systems. Today, due to the sophisticated method of malware techniques applied by malware perpetrators, zero-day attacks and false positives has become the most challenging problem in the malware detection area. Recent researches indicate that between 1997 and 2006, financial loss accruing from malware attack has grown from $3.3 billion to $13.3 billion [2]. Research data available also reveals that in 2016, WannaCry ransomware crypto-worm which besieged computers using the Microsoft Windows OS crashed the computers of more than 150 countries, causing financial damage resulting in loss of data organizations’ data systems. Again, in 2016, Cybersecurity Ventures reported that the
projected total damage caused by malware attacks was $3 trillion in 2015 and is likely to reach $6 trillion by 2021 [2, 3]. Palmer [4] also noted that a new variation and degree of an infamous banking Trojan malware with a history dated back to over a decade has emerged with a novel tactics to make sure it is harder to detect. Based on the studies by [4], the aim of the malware is to track financial information, usernames, passwords and other responsive and sensitive data. This malware, as revealed by [4], is one of the most popular forms of information-stealing malware with the objective of attacking Windows PCs and it has been in existence in variety of forms since 2017.

With the aim of combating malware attacks, various mobile applications have adopted traditional methods such as the use of antivirus software, signature-based and heuristic based methods. Antivirus is an application design to search, prevent and remove harmful application from digital devices or protect users from being infected with virus or mobile malware. However, the use of antivirus is not efficient due to continuous signature based update requirement. Moreover, mobile malware is constantly modified to evade antivirus detection [5]. Signature based method extract distinctive signature from collected malware files in order to identify malicious files [6, 7]. Nevertheless, it is easy for perpetrators to change malware signature to minimize malware detection rate. On the other hand, heuristic methods detect malware by differentiating between benign and malicious behavior. The process involves analyzing the activities of malware during run time and tagged benign or malicious depending on the behavior or pattern identified in the training data [8].

Malware detection approaches can be further divided into static, dynamic or hybrid methods [9]. Static analysis is based on the assessment of suspected code running the application without executing them. Static features such as binary sequence, sequence function calls, requested permission are extracted from the code snippets to determine whether app is malicious or not. Static analysis method is resilient to changes in malware code. However, the methods can be easily disrupted by obfuscation techniques [10]. Meanwhile, dynamic method executes code in control environment such as emulator to detect its behavior. Nonetheless, the efficiency of dynamic method depends on its ability to detect malicious behavior at runtime.

There have been increased use of machine learning algorithms for malware detection in mobile devices and network traffic [9, 11]. The machine learning algorithms such as decision tree, support vector machine, K-nearest neighbors, clustering and ensemble methods have been proposed in recent time to classify mobile network traffics as benign or malicious. For instance, Nataraj et al [12] developed malware detection system using K-nearest neighbors (K-NN) and image based features extracted from malware binaries. However, it can easily be evaded by attackers due to the vast amount of redundancy in the image data.

Hou et al [13] proposed heterogeneous information network (HIN) based methods to represent the relationship between API calls and app permission for mobile malware detection. Similarly, Sun et al [14] implemented extreme learning machine based algorithm to detect mobile malware based on features such as permissions, API calls extracted from malware data. Other machine learning classifiers that have played vital roles in mobile malware detection include support vector machine [15], decision tree [16], Naïve Bayes [17], Neural Networks [18], Ensemble learning [19], Logistic Regression [20], and clustering methods [21]. Machine learning is a class of algorithms that allow models to learn from training data. Adopting machine learning models to build malware detection has proven to improve accuracy and generalization of the detection system [11].

The aim of this study is to evaluate various machine learning algorithms for detection of malware in mobile traffic data. We assess four (4) classifiers namely decision tree (DT), Support vector machine (SVM), logistic regression (LR) and Ensemble methods (AdaBoost and RUSBoost) using 12, 551 malware samples from android network traffic [22]. The paper presents an extensive evaluation to determine the effectiveness of the above classification algorithms to detect whether a mobile android traffic is Benign or Malicious. In the nutshell, the contributions of this paper are as follows:

- Comprehensive review of conventional machine learning based malware detection methods;
- Develop a machine Learning based framework for malware detection using different classifiers;
Evaluation of four (4) machine learning classifier (DT, SVM, LR and ensemble methods) for malware detection;

The proposed evaluation method employed 13 mobile malware features extracted from Android network traffics generated using mobile applications;

Extensive evaluation of various model parameters and detection speed to ensure efficiency.

The remainder of the paper is organized as follows. Section 2 provides brief overview of related works on malware detection using machine learning. Section 3 presents the proposed malware detection system. Section 4 introduces the experimental settings. Section 5 presents the results while sections 6 concludes the paper.

2. REVIEW OF RELATED WORKS

This section highlights relevant literatures on android based malware detection methods. The section provide overview of various malware detection methods, their strength and weakness. Summary of machine learning approaches for malware detection is presented in Table 1.

2.1. Review of Malware Detection Methods

Meticulously, malware has been the most potent and devastating of major tools used by perpetrators to initiate a wide variety of security attacks, such as identity theft, theft of confidential and private information, unauthorized networks penetration, and destructions of critical infrastructures [2, 3]. Consequently, to combat malware in android devices and mobile phone networks, methods such as installation of Antivirus, signature-based and heuristic based methods have been implemented by security experts to minimize the impact of malware in android devices. However, issues such as continuous signature update requirement, easy modification by perpetrators to evade detection have greatly limited efficient performances of these traditional malware detection approaches [5, 6, 8]. In the past decades, studies have proposed machine learning and feature representation methods for android based malware detections. The features for malware detection can be broadly divided into static, dynamic and hybrid-based methods. Static based features for malware detection.

Static analysis is based on the assessment of suspected code running the application without executing them. Static features such as Hash values, binary sequence, N-gram, Opcode, sequence function calls, requested permission are extracted from the code snippets to determine whether app is malicious or not. Static analysis method is resilient to changes in malware code. On the other hand, dynamic methods involve execution of file system operation, and key registry changes in behavior in control environment to detect malware. However, in static analysis, assembly code is examined for to find assembly code patterns that contain malicious activity. This process is time consuming and difficulty. Moreover, static analysis can be easily disrupted by obfuscation techniques [10]. Code Obfuscation enable attackers to implement code encryption, program code reordering and dead code insertion to evade malware analysis [23]. Moreover, the efficiency of dynamic method depends on its ability to detect malicious behavior at runtime. To resolve the problem inherent in tradition malware analysis require careful and automatic feature representation using machine learning methods.

Recent studies in malware detection and classification has shown the important of machine learning to categorize sample android data into malicious or benign [23]. Machine learning uses mathematical, statistical and artificial intelligence techniques to automatically learn from sample data, and have been widely used in the field of network and mobile security such as intrusion detection systems, phishing, and malicious code snippets. The major advantage of machine learning algorithms such as decision tree, support vector machine, Logistic regression, Naïve Bayes, Neural Networks and Ensemble methods is their ability to efficiently detect unknown malware by automatically extracting insight from malware samples. Moreover, machine learning methods can be generalized to unknown malware variations [5, 9, 10, 12].

2.2. Machine Learning Approaches For Malware Detection

Machine learning methods involve various stages such as data collections, pre-processing, feature extraction and normalization, modeling and evaluation. These stages are deployed to train malware detection system. In this section, we briefly review different machine learning
algorithms that have played key role in malware detection.

Recently various studies have attempted to implement machine learning algorithms for malware detection [24]. Chumachenko [25], researched on machine learning methods for malware detection and classification. The goal of the study was to verify the more efficient feature extraction, feature representation, and classification methods that can result in the best accuracy when used on Cuckoo Sandbox. The study evaluated several machine learning methods using 1,156 files of 9 malware families of different types and 984 benign files of various formats. The result showed that classification based on machine learning are efficient for classification of various android based malware. Similarly, Saxe et al [26] investigated the impact of Deep Neural Network on Malware Detection Using Two Dimensional Binary Program Features. The study showed that the system achieved a 95% detection rate at 0.1% false positive rate (FPR), with an experimental rate of dataset of more than 400,000 software binaries.

In a related research, Cuan et al [27] developed malware detection in PDF files using machine learning. The study implemented a support vector machine learning (SVM) with a gradient descent to counter the impact of android based malware attacks. The result showed that the SVM was able to detect 99.7% of malware. Other studies [28, 29] have also shown promising results in malware detection using machine learning methods where the focus include visualization of malware samples, external host monitoring, and genetic algorithm based feature extraction and representation. Varieties of other machine learning algorithms such as decision tree, K-nearest neighbors, Support vector machine, Naïve Bayes, Random forest, Logistic Regression, clustering algorithms, and Deep learning algorithms have also been implemented for malware detection and classification. These machine learning models that have played pivotal role in malware detection are briefly explained below.

2.2.1. Decision Tree

Decision tree is a machine learning algorithms that is made up of different node segments. To implement malware detection system using decision tree, the malware data sample is recursively partitioned into node segments that include the root node, internal node and leave [30]. Decision tree model is a non-parametric supervised machine learning that are mainly used for classification and regression tasks such as human activity recognition, image classification [31], and malware detection. Moreover, decision tree does not require assumption on the training features to predict if malware sample is benign or malicious using simple decision rule. The algorithm is simple to understand, computationally efficient and provide hierarchical representation of malware classes [30]. Recently, various studies [16, 32, 33] implemented decision tree for malware detection. However, issues such as overfitting, data sample variation might minimize the performance of decision tree algorithm.

2.2.2. Support vector machine

Support vector machine is a classification and regression algorithm based on statistical learning theory developed by Vapick et al [34], and can efficiently perform non-linear data classification. Support vector machine deploys hyperplane that separate the training malware sample using maximal margin [27], thereby dividing the malware classes into Benign and Malicious. Moreover, it is predominantly utilized for malware detection [11] due to its diversity, robustness and ability solve small scale or high dimensional data. For instance, Jingmei et al [35] proposed incremental learning method based on multi-class support vector machine for malware detection by leveraging 600 malware sample data. The proposed method was able to learn new sample and detect if such malware belong to new class or old class of malware. Then, it update the all old classification plane for every malware samples. This helps to minimize prediction errors. Other studies [15, 36]. However, Support vector machine require high and extensive data pre-processing to achieve optimal detection accuracy, and it is sensitive to missing values [9].

2.2.3 Logistic regression

This is a simple but effective machine learning model for classification and regression problem. Logistic regression is a parallelizable machine learning algorithm that provide easy interpretation of training samples feature vectors. Furthermore, it models the relationship between malware samples and classes in order to accurately detect
whether such sample is malicious or not [20]. Even though logistic regression model’s performance is affected by non-linear data, the algorithm have been widely applied in implementation of malware detection system due to its low computational resources requirement and simplicity [20, 37].

2.2.4 Random forest

Random forest algorithm is a collection of multiple decision tree first introduced by Breiman [38] for sample data classification and regression. Each decision tree is composed of random vectors that are identically and independently distributed while the final results are combined using voting techniques. Random forest is categorized as ensemble learning and implement in various stages which include training data collection, choosing the random decision tree, decision split computation and combining the individual decision tree using majority voting [38]. Recent years have seen researchers in mobile security demonstrating the implementation of random forest for malware detection and classification [39, 40].

2.2.5 Naïve Bayes

Naïve Bayes classifier is an effective classification algorithm for supervised learning and pattern recognition. The algorithm is computationally efficient, fast and simple to train [41]. However, Naïve Bayes based algorithm is not applicable to situation where the feature sets are correlated. Furthermore, it require extensive calculation of prior probability to achieve optimal results [9]. Naïve Bayes classifier have been extensively applied for malware detection [17, 42, 43].

2.2.6 K-Nearest neighbors

K-Nearest Neighbors (K-NN) model is a simple and efficient classification algorithm for malware detection and other classification tasks. It is a non-parametric and lazy learning algorithm based on the principle of instance learning that store malware data instances and classify new training data using similarity index measures. The commonest similarity index used in K-NN is the Euclidean distance. Moreover, K-Nearest Neighbors algorithm is effective in handling large data sample, and provide fast and accurate detection of malicious samples [12]. Studies such as [44, 45] have recently implemented K-NN for malware detection. The Major noticeable drawbacks of K-NN include high computation, and the performance is greatly affected by skewed data.

2.2.7 Deep neural networks

Artificial neural network (ANN) is a branch of artificial intelligence that apply human learning process to gain insights from data. It contain number of artificial neurons that re used to identify information store. ANN is composed of various layers such as input layer, hidden layer and output layer [46]. These layers are used to transform input data into desirable outputs. In most of the application of artificial neural networks, multiple hidden layers are stacked together to form deep neural network (DNN). The algorithm is essentially used for both data classification and prediction. Recently, deep neural network methods have been implemented for automatic feature representation using deep learning methods [47]. Deep learning algorithms automatically discover discriminant features from training data, and the approaches have been widely applied in human activity identification [48], image classification, and natural language processing [47] and recently in malware detection [49]. Various deep learning models have been investigated for malware detection and classification. These include deep neural networks, convolutional neural network, long short term memory etc. [18, 50, 51]. The main attraction of using deep learning model for malware detection lately is its ability to automatically learn high level feature vector from unlabeled data thereby produce high accuracy. However, deep neural network models require extensive hyper-parameter tuning. The use of high number of hyper-parameter increases the computation time of deep learning.

2.2.8 Multiple classifier systems (ensemble learning) methods

Major studies in malware detection have proposed multiple classifier systems (Ensemble) methods for malware detection and classification of malware families according to recent review [52]. Multiple classifier systems involves integration of individual machine learning algorithm to arrive at consensus in order to improve accuracy, robustness, and performance generalization. In this case, homogeneous or heterogeneous
Combination strategies employed by multiple classifier systems to combine individual classification algorithm results include majority voting, posterior probabilities, mean aggregation, weighted summation and Dempster -Shafer theory [31]. Studies [19, 53, 54] have achieved comparable results in network security and malware detection by implementation of multiple classifier systems. Major challenges in the implementation of multiple classifier system based malware detection include high computation cost, increased complexity, difficulty to implement in real time and high maintenance cost [9].

<table>
<thead>
<tr>
<th>Machine learning Methods</th>
<th>Description</th>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree [16, 32, 33]</td>
<td>Non-parametric supervised machine learning model that recursively partitions training data into various segments.</td>
<td>Simple to understand and interpret. Can handle samples with missing values or large scale</td>
<td>Prone to overfitting and does not support online learning</td>
</tr>
<tr>
<td>Support Vector machine [15, 35, 36]</td>
<td>Statistical learning theory based algorithm that use hyperplane to divide training data into separate classes</td>
<td>Essential for solving small scale and high dimensional or non-linear problems</td>
<td>Sensitive to small sample with missing values</td>
</tr>
<tr>
<td>Logistic Regression [20, 37]</td>
<td>Parallelizable machine learning algorithm that model the relationship between training data and class labels</td>
<td>Has less computational overhead. Moreover, it is simple and easy to implement</td>
<td>Difficult to solve non-linear problem</td>
</tr>
<tr>
<td>Random Forest [39, 40]</td>
<td>Combine multiple decision trees based on independent subsets of the training data.</td>
<td>Very efficient for large scale malware data. It is robust for estimating missing data.</td>
<td>Complex and difficult to understand as it combine multiple decision tree</td>
</tr>
<tr>
<td>Naïve Bayes [17, 41, 42, 43]</td>
<td>Computationally efficient model that provide independent assumption among training data and class label</td>
<td>Easy and quick to train, require less amount of training data and work well with noisy data</td>
<td>The classifier assume that data elements are independent of each other.</td>
</tr>
<tr>
<td>K-NN [12, 44, 45]</td>
<td>Non-parametric and lazy learning algorithm which classifies training instances by considering the class label of the k nearest training data</td>
<td>Important classification algorithm for implementing multi-classification problem. Does not make any assumption about the dataset.</td>
<td>Has high computational time, and difficult to select the appropriate value of k.</td>
</tr>
<tr>
<td>Deep Neural Networks [18, 50, 51]</td>
<td>Artificial intelligence approach that mimic the human brain to gain insight from data.</td>
<td>Produce high accuracy even for non-linear dataset with high number of input features.</td>
<td>Require lots of training data and hyper-parameter initialization. Moreover, it is computationally expensive to train.</td>
</tr>
<tr>
<td>Multiple Classifier Systems (Ensemble) [19, 53, 54]</td>
<td>Ensemble learning methods which combine multiple homogeneous or heterogeneous classifiers to improve classification accuracy and generalization.</td>
<td>Produce more accurate results when compared with single classification algorithms</td>
<td>High computation cost and increased complexity</td>
</tr>
</tbody>
</table>
3. PROPOSED MALWARE DETECTION SYSTEMS

This section describes the methodology adopted to develop the automatic malware detection model using android traffic data. The section is divided into subsections, and include data description, preprocessing methods, feature extraction, description of the machine learning models and evaluation of the proposed malware detection systems. Detail flow of the proposed approaches is shown in Figure 1.

3.1. Data Collection

To evaluate the proposed malware detection system using various machine learning models, we utilized data collected in the DroidCollector
project by Cao Dong et al [22]. The project was commissioned to collect benign and malicious traffic for the purpose of android based malware detection. The malware data contains 4,705 benign web traffic and 7,846 malicious web traffic categorised into antivirus, communication, DailyLife, educational, finance, health and fitness apps etc. for benign samples, and Ackposts, Adrd, BaseBridge, DroidDreams, DroidKungFu, DroidRooter apps etc. for malicious sample. The details of the dataset and collection protocols are explained in [22]. The dataset was downloaded from Kaggle website (https://www.kaggle.com/xwolf12/network-traffic-android-malware).

3.2. Pre-processing

During data collection, android malware data for malware detection might be unsatisfactory due to issues ranging from inconsistence specification, redundancy, missing values and imbalance distribution of the data [5]. The essence of pre-processing stage is to remove irrelevant data in order to improve the proposed malware detection models. Pre-processing techniques include replacing missing values, data cleaning, data transformation and correcting inconsistency.

In addition, redundant features increase the computation time and reduce the accuracy of malware detection algorithms. The dataset used to evaluate the proposed model contain missing values (NAN), which we replaced with previous values in the list.

3.3. Feature Extraction

In machine learning based malware detection, extraction of discriminant features for training the learning model is an important stage. Feature extraction process reduces the malware data into feature vectors that are discriminant enough to describe whether a particular mobile app is malicious or benign. In addition, features help to minimize computation time, reduce data dimensionality, remove noisy and redundant data and minimize the classification error of the learning models [11]. Feature for malware detection consist of elements such as application behaviour on the network, application behaviour on the mobile devices, app permission, Java code and certification. In this study, we utilized features based on mobile network traffics to detect if a particular mobile application is benign or malicious. The features selected are based on the previous studies [22, 55]. The features include TCP packets, Different TCP packets, external IP addresses, Volume of byte, UDP packet, Package of source application, remote application package, byte of source application, byte of remote applications and DNS query. Table 2 lists these features and descriptions. The features were stored as MATLAB table files, and each record contains summary data of 13 selected features of network traffics. In addition, the labelling consists of malware data categorised as Benign or Malicious.

<table>
<thead>
<tr>
<th>Feature set</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>TCP packet</td>
<td>Number of TCP packet sent and received during app communication.</td>
</tr>
<tr>
<td>Different TCP packet</td>
<td>Total number of packets that have ports other than those exposed to TCP.</td>
</tr>
<tr>
<td>External IP</td>
<td>Number of addresses external IP to which the application communicated with.</td>
</tr>
<tr>
<td>Volume of byte</td>
<td>The number of bytes sent from the applications.</td>
</tr>
<tr>
<td>UPD packet</td>
<td>Whole amount of packets transferred by UDP.</td>
</tr>
<tr>
<td>Package of source application</td>
<td>Total number of packages sent from the application in remote server.</td>
</tr>
<tr>
<td>Remote application packets</td>
<td>Number of packets transferred and received from source outside the mobile apps</td>
</tr>
<tr>
<td>Byte of source application</td>
<td>The amount of communication in bytes between the application and server.</td>
</tr>
<tr>
<td>Byte of remote application</td>
<td>The amount of data from server to the mobile emulator.</td>
</tr>
<tr>
<td>DNS query</td>
<td>Number of DNS queries</td>
</tr>
<tr>
<td>Average packet rate</td>
<td>Average volume of packets transferred per second.</td>
</tr>
<tr>
<td>Duration</td>
<td>The time taken to transfer a packet.</td>
</tr>
<tr>
<td>DNS query time</td>
<td>The time taken in second to issue DNS query.</td>
</tr>
</tbody>
</table>
3.4. Machine learning models

In order to ensure comprehensive evaluation of the proposed malware detection system, we evaluated various machine learning algorithms. The machine learning algorithms implemented include Decision tree (DT), Logistic Regression (LR), Support Vector Machine (SVM) and Ensemble Classifier. These classification algorithms are briefly explained below.

3.4.1. Decision Tree
Decision Tree (DT) is a machine learning algorithm that iteratively divides training malware data into node segments consisting of root node, internal nodes and leaves. As a non-parametric algorithm, decision tree does not require training assumption on training data. In addition, it models the non-linear relationship between training data and malware classes (Benign or Malicious). Decision tree were recently implemented for Malware detection and classification [16].

3.4.2. Logistic Regression
Logistic Regression (LR) is a Machine learning algorithm that provides easy interpretation of training data. Due to its simplicity, fastness and compactness, the algorithms have been extensively implemented for malware classification [20].

3.4.3. Support Vector Machine
Support vector machine (SVM) is a statistical learning algorithm that makes use of hyperplane to separate the training data into maximal margin. Support vector machine was developed by Vapnick et al [34] for data classification. The main advantage of the algorithm for malware detection is the ability to solve small scale, high dimensional data or non-linear problem. The algorithm was recently implemented for malware detection [15].

3.4.4. Ensemble learning algorithm

Ensemble learning algorithms are multiple classifier approach implemented to reduce data uncertainty and handle high dimensional data. Ensemble classifier integrates different or same classification algorithms to arrive at a consensus to improve accuracy and generalization of the learning algorithms [31]. In this study, we utilized Adaboost and RUSboost as ensemble learning algorithms for malware detection. Adaboost combines multiple weak decision tree algorithms into a single strong classifier. The process involves putting more weights on the difficult to classify instances. The algorithm was implemented for malware detection [9] recently. RUSboost is an ensemble algorithm for solving the problem of class imbalance by combining data sampling and boosting methods to improve malware detection algorithm [56, 57].

3.5. Evaluation

The performance of the proposed machine learning-based malware detection system was evaluated using different performance metrics. These performance metrics include accuracy, True positive rate (TPR), True Negative rate (TNR), false positive rate (FPR), False Negative Rate (FNR), ROC, Area under the Curve (AUC), Recall and Confusion matrix. Some of the performance metrics are shown in the Table 3 below with their corresponding measurement equation, and descriptions.

<table>
<thead>
<tr>
<th>Evaluation measures</th>
<th>Equations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} \frac{(TP+TN)}{(TP+FP+TN+FN)}$</td>
<td>Compute the number of correctly identified malware classes out of the total number of all data instances</td>
</tr>
<tr>
<td>Recall or Sensitivity</td>
<td>$\frac{1}{N} \sum_{i=1}^{N} \frac{(TP)}{(TP+FN)}$</td>
<td>Measure the number of correctly predicted malware classes</td>
</tr>
<tr>
<td>True Negative Rate (TNR)</td>
<td>$\frac{TN}{TN+FP}$</td>
<td>Measure the ratio of benign samples wrongly identified as malware</td>
</tr>
</tbody>
</table>
False Negative Rate (FNR) \[ \frac{FN}{FN + TP} \]
The ratio of malware samples incorrectly identified as benign

True Positive Rate (TPR) \[ \frac{TP}{TP + FN} \]
Measure the ratio of actual malware identified as malware

False Positive rate (FPR) \[ \frac{FP}{FP + FN} \]
Compute the ratio of actual malware correctly identified as malware

Area under the curve (AUC)
\[
\frac{1}{N} \sum_{i=1}^{N} 0.5 \left[ \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right]
\]
Measure the rate of performance
Malware detection system. AUC is the plot between recall and specificity drawn from the different threshold

**Note:**

**TP:** is the number of malware files correctly identified as malware files, (True Positive).

**TN:** is the number of benign files correctly identified as benign files (True Negative).

**FP:** is the number of malware files incorrectly identified as benign files (False Positive).

**FN:** is the number of benign files incorrectly identified as malware files (False Negative).

---

### 4. EXPERIMENTAL SETTINGS

This section explains the experimental process, and how the results were analyzed. The first is the initial analysis; the statistics of the raw data was examined. The original dataset contained 12,551 sample of converted CSV with 13 attributes (variable) comprising of two unique classes (Malicious and Benign) as explained in section 2.1 (data collection). To test the performance of the framework in this paper, four (4) different machine learning classifiers (Algorithms), namely: Support Vector machine (SVM), Decision Tree (DT), Logistics Regression (LR) and Ensemble Classifier were trained using MATLAB R2016a classification Learner APP. Different learning options under each classifier gallery were trained and their respective performance documented in order to find out which machine learning options gives the best model with our data, as represented in table 1. In addition, the machine learning models were implemented using the MATLAB 2016a default parameters settings.

The experimental analysis and investigation was implemented using Classification Learner APPs in MATLAB 2016 (R2016a), running on 64 bit Window 7 OS. The system is using an Intel(R) Core(TM) i3 3110M @2.4GHZ with RAM capacity of 6.00GB.

### 5. RESULTS AND DISCUSSION

The Four (4) machine learning algorithms Support vector machine, logistic regression, Decision tree were trained, with each classifier, except the Logistic Regression, containing different learning model options. For the purpose of defining the appropriate model that best suit our dataset, all model options under each classifier (algorithm) were trained, and their statistical measures, percentage accuracies and prediction speeds documented as represented in Table 4.
Table 4. Statistical Indicators of the Different Classification algorithms

<table>
<thead>
<tr>
<th>CLASSIFIER/ALGORITHM</th>
<th>MODEL/PRESET</th>
<th>PREDICTION SPEED (obs/sec)</th>
<th>ACCURACY (%)</th>
<th>FDR (%)</th>
<th>ROC (%)</th>
<th>TPR (%)</th>
<th>TNR (%)</th>
<th>FPR (%)</th>
<th>FNR (%)</th>
<th>PPV(p-value) %</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>Fine Gaussians</td>
<td>27000</td>
<td>100.0</td>
<td>1.0</td>
<td>1.0</td>
<td>99.9</td>
<td>99.9</td>
<td>1.0</td>
<td>1.0</td>
<td>99.9</td>
</tr>
<tr>
<td>DECISION TREE</td>
<td>Complete Tree</td>
<td>190000</td>
<td>100.0</td>
<td>0.0</td>
<td>1.0</td>
<td>100.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>ESSEMBLE CLASSIFIER</td>
<td>Tree based</td>
<td>32000</td>
<td>100.0</td>
<td>0.0</td>
<td>1.0</td>
<td>100.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
<tr>
<td>LOGISTIC REGRESSION</td>
<td>Logistic Regression</td>
<td>130000</td>
<td>100.0</td>
<td>0.0</td>
<td>1.0</td>
<td>100.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

The aim of our study is to develop a machine learning based framework for malware detection and to determine, among other measures, the quality (ROC) of different classifiers applied in the framework and to know which one of these classifiers that can produce best performance (Accuracy) in our model. Other metrics considered for the evaluation of the framework were the False Discovery Rate (FDR), which is a more conservative approach for addressing multiple tests. The FDR (q-value) is developed to control the percentage of false positives among groups of rejected hypothesis (R) that is incorrectly rejected hypothesis. Our training test for all the classifiers returned FDR (q-value) of 0.00, except for ensemble classifier that returned an FDR (q-value) of 0.22 (22%) each for Adaboost and RUSboost, and SVM returned an FDR (q-value) of 0.01 (1%) each for Fine Gaussians, medium SVM and coarse Gaussians. The relationship between FDR and other metrics such as PPV, TPR and TNR is illustrated in the Confusion Matrix shown in Figure 2 as generated during the data training regime.

Figure 2. Confusion Matrix Indicating the PPV, FDR, TPR and TNR

5.1 Performance Evaluation of the Impact of Different Model Option in Malware Detection

The benchmark to reflect the performance of a classifier or any machine learning algorithm is its Accuracy (ACC). In this paper, the accuracy indicates the ability of the classifier to correctly
predict malware samples as malware samples and benign files were predicted as benign, expressed in percentage (%), in addition to the speed of the prediction. For our training setup, as illustrated in Table 4, Figures 3 and 4 respectively, the maximum accuracy level and prediction speed of (100%, 27000 obs/sec), (100%, 190000 obs/sec), (100%, 32000 obs/sec), and (100%, 130000 obs/sec) were obtained when the dataset was trained and tested with SVM (Fine Gaussians), Decision Tree (complete tree), ensemble classifier (bagged tree), and Logistic Regression classifiers, respectively. From the result, Support Vector Machine (SVM) had 100% accuracy level like other classifiers, however it requires as little as 27000 obs/sec to train in Fine Gaussians. Consequently, SVM with Fine Gaussians is best suited for our model in terms of Accuracy and prediction speed.

Figure 3. Prediction Speed value (obs/sec) of trained Classifiers using all Models under each Classifier

Figure 4: The Accuracy Level Value (%) Of The Trained Classifiers Using All Models Under Each Classifier
5.2. Quality of Classifiers (ROC and AUC) in Malware Detection

This section discusses the quality of classifiers in malware detection in terms of Receiver operating characteristics (ROC) Curve and Area under Curve (AUC) as a metric to measure the quality of the classifiers. ROC applies a threshold to the outputs via the interval (0,1). ROC is defined by the ratio of the TPR, on the vertical (Y) axis and the FPR, on the horizontal (X) axis. Figure 5 represents one of the best ROC curves.

As illustrated in Table 4, Figures 6 and 7, our model recorded ROC of 1.00 and AUC of 1.00, respectively for SVM, Decision Tree, and Logistics regression, while ensemble classifier (Adaboost) recorded an ROC 1.00 and AUC of 0.58. The ROC and AUC values of the first three classifiers are sufficient enough to make our framework a good prediction model for malware detection.
5.3. Evaluation of Positive Prediction Value (PPV) in Malware Detection

Positive predictive value (PPV) defines the probability that a malware sample with a positive screening examination is truly Malicious. The PPV column in Table 3 of our result describes the likelihood that those prediction that returns positive, the sample actually contain malware. From Table 3 and Figure 8, PPV of 100% (p-value = 1.00) was recorded when the system was trained with SVM (Linear, Quadratic and Cubic SVM); Decision Tree; all model under Ensemble classifier; and Logistics Regression. The result indicate that when the model was trained in SVM, DT, Ensemble classifier and Logistic regression, among those sample that returned positive, the probability of it being malware is 100%.
6. SIGNIFICANCE OF THE PROPOSED MALWARE DETECTION METHODS

Several studies have proposed machine learning model for malware detection using mobile apps traffic data. These models have claimed various performance accuracy ranges, however, it is difficulty to comprehensively assess the performances of these single classification algorithms. According to the no free lunch theorem of machine learning proposed in [58], no single classification algorithm is sufficient or perform best in all data mining domain. Therefore, it is importance to verify the performance of various machine learning model and then choose the best performing models. The machine learning models utilized which include decision tree, logistic regression, support vector machine and ensemble classifier achieved promising results at detecting if sample of network traffic data collected with mobile devices is malicious or benign. From the experimental results, support vector machine, logistic regression and decision tree achieved accurate and reliable results of 100% detection accuracy. The lowest results was achieved obtained by ensemble classifiers (Adaboost and RUSboost trees) that achieved detection accuracy of 78% accuracy respectively (Figure 4).

To investigate the significance of the implemented machine learning models for malware detection, we compared the results obtained with recent studies. Three (3) recent studies were chosen for this comparison. These studies implemented support vector machine [59], logistic regression [20], decision tree [32] and boosting algorithms [20]. In Leed et al [59], data permission of API of 24444 benign and 870 malicious applications were extracted as features. The features were fed as input to support vector machine for malware detection. Suhuan et al [20] evaluated logistic regression for malware detection using traffic data. Here, features such as frequency of API calls, app permission, amount of API and API names were extracted from mobile apps data containing 568 malicious apps and 566 benign apps data. In addition, the study extracted N-gram model of list of grams containing API calls sequence information were extracted from the data. Furthermore, Singh et al [32] extracted system call behaviour of 216 malicious apps and 278 benign apps to train decision tree (J48) for dynamic malware detection. The results of comparison analysis of different studies that used similar classification models for malware detection show that our proposed outperformed recent studies in terms of performance accuracy. While [59] in their study obtained 80% accuracy, experimental results by [20] achieved 88.7% accuracy. Our study achieved approximately 100% accuracy using support vector machine outperformed detection accuracy of recent studies. The performance results obtained with our proposed evaluation models and features demonstrated that the approaches provides better accuracy, robustness and generalization when compared with recent studies.

Table 4: Comparison With Recent Similar Studies

<table>
<thead>
<tr>
<th>Studies</th>
<th>Machine learning models</th>
<th>Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leed et al [59]</td>
<td>Support vector machine</td>
<td>80.0%</td>
</tr>
<tr>
<td>Suhuan et al [20]</td>
<td>Logistic regression</td>
<td>88.7%</td>
</tr>
<tr>
<td>Singh et al [32]</td>
<td>Decision tree</td>
<td>97.58%</td>
</tr>
<tr>
<td>Our evaluation methods</td>
<td>Support vector machine</td>
<td>100.0%</td>
</tr>
</tbody>
</table>

7. CONCLUSION AND FUTURE WORKS

The objective of this paper is to advance anti malware performance and make effective and appropriate evaluation of machine learning algorithm based malware detection techniques. We evaluated four (4) machine learning models for malware detection. Different Machine Learning classifiers such as SVM, Decision Tree, Logistic Regression and Ensemble learning classifiers were applied in the framework, with different model options under each classifier trained and their performances compared based on certain statistical indicators. The performance criteria adopted to evaluate the classifiers were ROC, Accuracy (ACC), AUC, FDR, PPV, TPR, and TNR. The result of our findings shows that all the classifiers applied in the model training performed with optimum proficiency and adeptness sufficient enough to make our a good prediction model for malware classification and detection. However, the Decision tree and ensemble classifiers represented the highest and
maximum level of accuracy and classification quality, with each of them recording accuracy (ACC) of 100%, ROC of 1.00, PPV of 100% (p-value = 1.0), TPR of 100%, TNR of 100% and FDR of 0.00 (q-value = 0). Hence, DT and ensemble classifiers are recommended for our framework. In future, this work would be expanded by collecting large malware traffic data and compare the results with publicly available datasets. In addition, implement multiple classifier systems and deep learning models for android malware detection and classification.
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