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ABSTRACT 
 

Like any other computer system, robots are susceptible to security problems that could lead to unauthorized 
disclosure of private information. While it is true that these systems in critical applications (industrial or 
medical level for example) can result in great damage to equipment and people, in addition to the costs 
involved with data leakage, domestic applications, in particular service robots, cannot be left aside. A 
security breach in a system that stores private information puts the security of all individuals in a family 
group at risk. The communication capabilities of these systems can make them targets for attacks that can 
seriously compromise the privacy and security of their users. As a sensor system for human environments, 
it is normal for these robots to incorporate cameras as an important element of their interaction system, 
similar to the way human eyes do. This research presents an anonymization strategy for all video signals 
captured by a home service robot as a way to reduce unnecessary personal information captured by these 
cameras and to increase the confidence of use by users. We propose the use of an algorithm capable of 
identifying and distorting faces in real-time from the video input of the robot. This process is performed 
with the original video signal ensuring that no human face is digitized by the robot. The algorithm was 
evaluated on the ARMOS TurtleBot platform for different operating conditions, demonstrating more than 
sufficient performance for general robot applications. This strategy will be combined in the future with 
other systems under investigation by the research group related to source encryption protocols. 
Keywords: Anonymization, Human face, Personal information, Privacy, Real-time, Service robots 
 
1. INTRODUCTION  
 

Robots are designed to support humans in 
performing tasks [1, 2, 3]. These systems must 
operate in human environments, and interact with 
humans, so it is common for them to be equipped 
with sensing, actuation, and processing capabilities 
equivalent to those of humans [4, 5]. Human 
environments present by design certain restrictions 
that suggest specific characteristics for robots [6, 7]. 
For example, for indoor applications, bipedal 
locomotion systems are considered instead of 
wheeled or tracked systems, since the robot may 
have to avoid elements on the floor or use a ladder. 
Something similar happens with the interaction of 
the robot, it is coherent to think that the most 
convenient way to identify a door, a ball, or a 
person is using an optical sensor equivalent to the 
human eye [8, 9, 10]. This is why many service 
robots (which generally support people in indoor 
environments) have one or more cameras as their 
main sensor. These cameras not only collect 

information necessary for their operation but also 
collect sensitive personal information. 

According to its function, and as a performance 
requirement, it is normal that these cameras, as well 
as other sensors, are continuously collecting 
information from the environment [11]. The robot 
continuously performs many activities related to 
relative localization, global localization, 
identification of the user’s needs, navigation tasks, 
etc. The information collected by its sensors is 
sometimes filtered and discarded, but at other times 
it is stored for further processing and/or 
communication [12, 13, 14]. The user is aware of 
this every time he recognizes that the robot (or any 
other system) has a camera. Unless the robot is 
using user information to improve its task 
performance (e.g., identifying emotional states from 
the face), visual information from users 
(particularly children) is irrelevant to its operation 
[15]. However, the storage and communication of 
such information may be subject to security issues 
if unauthorized persons or systems gain access to 
the storage or communication. 
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In general, users’ greatest concern about service 
robots relates to the potential physical harm that 
these robots may cause to users, other individuals, 
or their property [16, 17]. This is true given that 
robots are found operating in a wide variety of 
environments, from autonomous cleaning systems 
to complex systems that perform surgery on 
patients, to military and industrial applications. 
However, a less obvious problem is the potential 
exposure of users’ privacy if the information these 
robots have access to is accessed in an unauthorized 
manner [18, 19]. Home service robots have access 
to sensitive personal information, including that 
related to children. Private images of children as 
well as other household members may be stored on 
these systems, information that can be 
compromised if accessed by criminals. 

In terms of information security, threats to an 
artificial system can be classified into at least one of 
three types: confidentiality, integrity, and 
availability of information [20, 21]. The 
confidentiality threat is related to the leakage of 
private data without the authorization of the owner 
of such information. The integrity threat is related 
to the modification of information without the 
owner’s authorization, and the availability threat 
refers to the loss of information. Threats of privacy, 
authentication, and authorization also appear in an 
assistive robot [22]. These threats do not neglect the 
possible physical damage caused by any of them. 

Service robots are rapidly spreading to a wide 
variety of applications [23, 24, 25]. It is now 
common to find them in homes as well as in 
commercial spaces. Typical applications of these 
robots are welcome and information assistants in 
hotels, banks, shopping malls, etc., electronic pets 
and interactive toys, intelligent audio players, or 
even household appliances such as refrigerators and 
clothes washers. The location and interaction of 
these robots with humans cause them to collect a 
large amount of personal information that in many 
cases exceeds their requirement for the 
development of a task [9, 26, 27]. It is probably 
important for a robot dog to identify the position 
and movement of a child, but it doesn’t need to 
record and memorize the child’s face. Other 
sensitive information such as age, weight, 
consumption habits, schedules, etc. also constitutes 
private data that although not focused on in this 
research as a primary problem, are part of the 
overall problem and should be attacked 
simultaneously [28]. 

The leakage of private information is something 
that has already been detected in commercial 

systems. Perhaps the most documented case is that 
of the Cayla doll (Vivid Toy Group), which has 
been banned and ordered to be destroyed by the 
German Federal Network after an investigation 
showed that it was possible to access its Bluetooth 
communication device in an unauthorized way and 
come into direct contact with children [29, 30]. 
Although this doll is only a proven case, the fact is 
that there are multiple commercial systems and 
robots on the market that could lead to similar 
situations. Service robots present a unique concern 
in this regard, since in addition to cameras they 
interact directly with users, and are capable of 
collecting a lot of private and confidential 
information that can be illegally accessed for 
commercial or criminal gain [31, 32]. 

 
2. PROBLEM STATEMENT 

Automated electronic systems, and in particular, 
service robots, are highly integrated into today's 
everyday life. For their integration with human 
beings, these systems tend to be equipped with 
sensing, processing, and communication systems 
that in many cases exceed the minimum amount of 
information required for their operation, and easily 
manipulate the personal data of their users, whose 
privacy can be compromised causing serious 
security problems. 

Among the sensors that cause the greatest 
concern in terms of potential privacy problems are 
digital cameras. Through them, an autonomous 
robotic system can continuously record the privacy 
of a home or office, including access to images of 
minors [33]. If it is taken into account that these 
robots have extensive communication capabilities 
that would allow the leakage of information, it is 
clear that a guarantee is required to provide security 
to the user regarding the use of these robots. 

We propose the development of a system capable 
of avoiding such information leakage by preventing 
sensitive information from being obtained first by 
the robot. As a strategy to minimize the severity of 
these concerns, it is proposed to establish a digital 
image processing protocol as the first pre-
processing stage for any visual capture system 
installed on a service robot. In this sense, such a 
system should take the video signal directly from 
the sensor, and process it to eliminate personal 
information that could lead to explicitly identify the 
users. This protocol must identify and distort in 
real-time the face of any person registered by the 
robot. 
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3. METHODS 
 

The strategy selected to process the video signal 
captured by the camera corresponds to a facial blur. 
Our robotic platform, ARMOS TurtleBot has an 
embedded system based on Arrow's DragonBoard 
410c board with Linux Debian operating system. 
Python and OpenCV have been implemented on 
this platform as working tools. The objective is to 
identify and pixelate any face found in the camera 
images. Fig. 1 shows the general scheme proposed 
as a solution. 

The video is imported directly from the camera 
with the help of OpenCV. Variables were created 
that allow adjusting the number of frames per 
second, capture resolution, and the maximum 
number of frames for recording. These parameters 
are not accessible to the end-user, but allow 
evaluating the performance of the system for 
different operating conditions. A deep neural 
network is used to identify the faces in the images, 
to propagate the data in this network the images are 
scaled to 224x224 pixels, this does not affect the 
image quality delivered to the central control unit of 
the robot. 

For face detection, we use the MobileNet-SSD 
model with pre-trained weights, which corresponds 
to a Single-Shot multibox Detection (SSD) network 
trained for this purpose. The model is in the Caffe 
framework format, which is imported from 
OpenCV. From there, the regions to be pixelated 
(location and size) in each frame are identified, the 
RGB matrices that compose the frame are resized, 
and the cycle for pixelating each detected face is 
started. 

This process starts with the definition of a frame 
where a face is presumed to be located. Then, the 
values of the frame resolution and the values of 
each step are pre-set to establish the pixel size [34]. 
A face count variable is also initialized to allow a 
new detection cycle. The pixelation process of the 
frame where the face was located is performed by 
creating a matrix of average values between the 
three RGB matrices obtained from the face frame. 
This process is carried out using three cycles, two 
of them in charge of creating the rows and columns 
of the pixel matrix, and the third one is in charge of 
generating the size of each pixel. Once the pixel 
matrix is built, the matrix is saved in a variable that 
has the same resolution as the face frame. Finally, 
the section of the face frame is replaced in the 
initial frame by the pixelated matrix. 

 
Figure 1: Face pixelation algorithm for service robot 

The next step of the process corresponds to the 
frame counting and sending of the filtered image to 
the central control unit of the robot. The frame 
counting is done by measuring the time before 
processing and after pixelization of the image, a 
process that has a resolution of up to one 
microsecond. As for the sending of the processed 
image, the values obtained corresponding to the 
number of frames and number of detected faces are 
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printed on the processed frame. These results are 
also stored for system performance evaluation. 
 4. RESULTS  

The evaluation of the strategy was performed on 
the hardware of our ARMOS TurtleBot platform 
(Fig. 2). Our robot is a caterpillar tracked platform 
with high payload capacity, designed to transport in 
indoor human environments other robotic modules 
on top of it, as user interfaces (in our case, the 
digital camera) [35]. 

 
Figure 2: ARMOS TurtleBot 
We evaluated the performance of our system for 

multiple operating options. First, tests were 
conducted to determine the ability to discriminate 
human faces when only one user appears in the 
range of the robot's camera, for different user 
conditions. Then the number of faces, occlusion 
levels, position, and types of faces were increased. 
According to the results, a strong occlusion of the 
face is needed to prevent the algorithm from 
recognizing it, showing that it is unable to 
recognize it only when there is no face to identify in 
the image. 

Figs. 3 to 7 show some of the cases evaluated on 
the prototype for a single user (face) captured by 
the camera. The first case shows a test with a 
distance to the camera of about 0.6 meters, with a 
strong occlusion of the eyes, forehead, and part of 
the nose of the user. The purpose is to remove the 

user's eyes from the image, one of the most 
important features in recognition algorithms, and to 
see if it is possible to disorient the algorithm in this 
way. As can be seen, the scheme not only 
recognizes the face, but it also eliminates from the 
pixelated image what does not correspond to it, that 
is to say, the cutting matrix processes a smaller field 
excluding the element that hides the eyes. This 
behavior of the system not only guarantees the 
identification and pixelation of sensitive 
information but also reduces the processing 
capacity required by the system, since it adjusts the 
processing frame only to the user's personal 
information, leaving unprocessed information that 
is not relevant. 

 
Figure 3: Face with large sports glasses 
In the next two cases (Figs. 4 to 7) a similar 

exercise is performed, but trying to occlude the 
user's mouth. Lenses are also included to try to 
avoid eye recognition. When the face is facing the 
camera, the system can identify and pixelate the 
face, but with a smaller number of frames, so more 
processing is required to achieve identification, and 
the response is slower. When the user is in profile 
(side view) it is observed that the system does not 
check the contours so that it can identify and 
pixelate the face (no identification). In these times 
of global pandemic, it is essential to have surgical 
masks for health care, even more so if it is for 
patient care assistance. This is a fundamental reason 
to be analyzed in our tests, this is a feature that can 
remain in our society in an undefined way, and the 
algorithm should be able to identify and anonymize 
the faces when it is possible to identify the user. 
From the results it is observed that the system 
performs the complete cut on the face, achieving a 
total pixelation. However, this only occurs when the 
user's eyes are uncovered. 

One of the problems of robotic systems is the 
ability to make decisions when their sensors are 
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occluded, and therefore the information is not 
sufficient for decision making. This is true for 
digital camera-based schemes in tasks such as route 
planning, tracking, monitoring, multi-agent 
coordination, and human interaction, among others. 
Schemes have been proposed in which the robot 
uses different viewpoints to reconstruct 
information, or historical data to estimate future 
behaviors. Our algorithm proposes an alternative 
solution, in which recognition is performed from 
partial information. This strategy has proved to be 
highly efficient and, thanks to the neural model, 
very reliable. 

 
Figure 4: Face with working glasses, cap, and 

surgical mask 

 
Figure 5: Face with working glasses, cap, and 

surgical mask, side view 
When there is no identifiable information from a 

human face, the algorithm does not perform any 
pixel processing. The categorization model does not 
identify a person with a completely covered face as 
a person, which reduces unnecessary processing. 

 
Figure 6: Face with sports glasses and surgical mask 

 
Figure 7: Face with a surgical mask 
When there is information in the image that can 

lead to the identification of a person, regardless of 
whether part of the face is covered, the scheme 
chooses to pixelate the relevant information. It is 
possible to identify a person from their eyes or face 
shape; in these cases, it is necessary to remove such 
information from the images. 

The following figures show the result of our 
system with more than one user in the image under 
different conditions, in particular with different 
levels of occlusion of the face. Fig. 8 and 9 show 
two users in front of the robot. In the first case, the 
two users are at a similar distance in front of the 
camera, and the only extraneous element is 
eyeglasses on one of the faces. In the second case, 
one of the users is asked to completely cover his 
face with his hand. However, in both cases, the 
algorithm easily identifies and pixelates the two 
users. 
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Figure 8: Two faces without strong occlusion of 

features 

 
Figure 9: Two faces, one with strong occlusion of 

features 
The next pair of tests (Figs. 10 and 11) sought to 

evaluate the behavior of the system for two users 
located at different distances, one main user and 
one in the background of the image. In Fig. 10 the 
first user was placed at 0.6 m from the robot, while 
the second user was detected in the background at 
1.5 m. In both cases, the algorithm was able to 
correctly identify the face area and pixelate it with a 
very high FPS (without excessive computational 
cost). In Fig. 11 a similar exercise is done, but in 
this case, the distance of the user in the background 
is increased, the first user is again located at 0.6 m, 
while the second user in the background is located 
at 2.5 m from the robot. Although with a lower FPS 
the algorithm can correctly detect both users, and 
correctly perform the anonymization. In principle, 
the number of faces does not increase the 
computational cost considerably, but this is 
something that is evaluated in the following cases. 

 
Figure 10: Two faces with a difference in depth 

 
Figure 11: Two faces with a strong difference in depth 
The last set of tests was aimed at determining the 

performance of the system under more demanding 
conditions, such as a larger number of faces, 
smaller faces from photographs, minors, and even 
the presence of pets. In Fig. 12 it can be seen that in 
the scene there are four people at distances between 
1 and 2 m from the robot. This particular test was 
performed with people of different ages and 
genders to determine any possible system failures. 
The system correctly identifies each of the users 
without considerably computational cost. 

 
Figure 12: Four faces without strong feature occlusion 
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Fig. 13 shows the behavior of the system in front 
of a larger number of faces, including the case of 
faces captured from photographs, which are of 
smaller size, different lighting, and normally found 
in the home from pictures on walls and furniture. A 
total of six faces are found, one of them belonging 
to the user. Again, the system identifies all the faces 
and applies frame and distortion to each of them 
correctly with a good video frequency. 

 
Figure 13: Multiple faces, user and from external 

sources 
A much more extreme case is shown in the test in 

Fig. 14. The objective of this test was to check the 
maximum capacity of the algorithm to identify and 
process faces. For this purpose, an image is 
presented with a total of 117 faces of which the 
system manages to identify and anonymize an 
average of 105 (in some cases, depending on the 
position, the number increases or decreases, but 
always around this value). In this case, the 
computational cost of the algorithm was higher, and 
the FPS dropped to only 8. Under these conditions, 
performance reduction was observed, which should 
be addressed in eventual system improvements. 

 
Figure 14: Multiple faces from external sources 
One of the most important objectives of this 

system is to ensure the privacy of images and 

videos that include minors. This is perhaps the 
biggest concern for the average user, to ensure that 
children in the home are safe. The system must 
identify and process children's faces efficiently. Fig. 
15 shows how the system effectively identifies a 
child from a photograph (more complex case), 
establishes the frame, and applies the pixelation 
correctly, and with very low computational cost. In 
this sense, the algorithm and the processing strategy 
can guarantee the complete anonymity of these 
images. 

 
Figure 15: Two faces, adult and minor 
The last test presented illustrates an unintended 

effect of the system, but demonstrates its ability to 
identify and process faces. Due to the high capacity 
of the neural network to categorize elements, in this 
case, faces, the system is even able to identify and 
process faces of some pets, in general, those that 
share general characteristics with the human face. 
Fig. 15 shows the case of a pet next to the user, a 
case that can be very common for a service robot. 
The image shows that it identifies the two faces and 
processes them without making any distinction 
between them. However, the FPS drops to 7, 
indicating that the identification of this pet and its 
processing turns out to be more computationally 
expensive than the case of human faces. These 
performance issues should be considered in future 
improvements of the system. 

 
Figure 16: Two faces, adult and feline 
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The results show a high performance of the 
system, both in characterizing faces and in pixel-
imaging and transmitting them in real-time. The 
correct identification of faces works very well, the 
system can identify them despite the existence of 
partial occlusion, both in eyes, hair and mouth, and 
even other regions. This is achieved thanks to the 
identification system based on a neural network, a 
scheme that in principle shows a high performance 
and we believe it should be maintained with few 
modifications in future improvements of the 
system. On the other hand, the digital image 
processing with OpenCV is also very good, 
although performance problems were detected in 
some specific cases (some types of occlusion, 
number of faces, and type of faces, such as pets). 
This part can be intervened in the future to increase 
the overall performance of the system. 

 
6. CONCLUSION 
 

This paper shows an anonymization 
system developed as the initial interface of a video 
capture system for a service robot. The purpose of 
this system is to guarantee the private identity of 
robot users, in particular children under the care of 
the robots, against possible information leaks given 
the processing and communication capabilities that 
are being included in these robotic systems. The 
objective is to prevent the robot's central unit from 
receiving information that includes people's faces, 
particularly those of minors. In principle, this 
personal information is not required for most of the 
activities of these robots, but it has been proposed 
that in the future if the user wishes, the 
anonymization system can be deactivated by the 
user to allow the operation of personal integration 
algorithms. The proposed system works from an 
object identification system (faces), and then a 
digital pixelation process by image processing. The 
identification of faces is performed by a pre-trained 
deep neural network, whose model is loaded and 
propagated from OpenCV. The result corresponds 
to the location and size of the faces in each video 
frame, which is processed one by one by OpenCV. 
According to the location information, a frame is 
drawn around each face and then pixelated using 
the color information of the region. The video is 
reconstructed and transmitted to the central control 
unit of the robot. Such a scheme has been 
implemented on an embedded system with Linux 
and Python and evaluated in real operation on our 
ARMOS TurtleBot robotic platform. The 
laboratory results confirm the performance of the 

system and its capacity for real use. These results 
show a high identification capability, even with 
strong occlusion of the face. It is also observed a 
large capacity to work with a high number of faces 
simultaneously, although it is observed that this 
considerably reduces the video processing speed. 
To date, the authors are not aware of a similar 
system, with the same or greater capacity and 
performance, used in service robots. Future work 
on the system is aimed at increasing these 
performance constraints. 
 
7. LIMITATIONS AND FUTURE RESEARCH 
 

Despite the good performance of the system, it is 
desirable to increase the number of FPS and size of 
the images processed by the robot. In this sense, it 
is suggested to upgrade the DragonBoard 410c card 
in search of higher performance. It is also suggested 
to increase the storage capacity of the system as a 
strategy for possible changes in filtered images 
(modification of historical images). Other 
alternatives to be explored to increase system 
performance include moving the coding from 
Python to Julia, as well as optimizing the 
processing code. A limitation of the current system 
is that it does not consider the possible deactivation 
of the pixel processing using some command to 
allow some kind of operation on the assistive robot. 
Many schemes augment their interaction with the 
user by interpreting animic states, particularly from 
the face, processes that are limited by the 
anonymization scheme. 

As a short-term development of the research 
project, it is proposed to explore algorithms based 
on different methods for face detection, which can 
mitigate the impact of the processing of this section 
in each of the frames, and thus obtain greater 
fluidity in the anonymization of the output video. 
Another path of research is the incorporation of an 
algorithm that allows the classification of faces that 
do not belong to the users (faces detected in 
photographs or videos, or of animals) so that the 
system can avoid the consumption of resources 
generated by processing this information, which in 
most cases is unnecessary. It is also proposed to 
advance more performance tests in real conditions 
on the ARMOS TurtleBot robot. 
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