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ABSTRACT 
 

Food derives from biological resources, animals, and water, whether processed or not processed, meant as 
food or drink for human consumption. Food commodities have often been referred to as staples or basic needs 
of Indonesian people and others. The availability of staples has played a strategic role in stabilizing food 
security, economic security, and national political stability, leading to the issue of availability of staples 
receiving very serious attention from the Indonesia government. This study analyzed the best model of 
production forecasting and prices of rice and corn in Central Sulawesi, Indonesia. The study used the ARIMA 
method to predict the production and prices of rice and corn. The results of the analysis showed that the best 
model was the forecasting model of ARIMA rice production (4,0,0) with decreasing production forecast data 
trends and corn with the ARIMA model (1,0,0) with increasing production forecast data trends. The 
forecasting model of ARIMA rice price (2,2,0) with decreasing price forecast data trends and ARIMA corn 
prices (2,2,0) with increasing price forecast data trends. 
Keywords: Forecasting, Grains, Rice, Corn 
 
1. INTRODUCTION  
 

Agriculture is an economic sector in Indonesia, 
both micro and macro. At the micro-level, 
agriculture provides the livelihood of the majority of 
the rural population, and at the macro-level it 
supports the manufacturing industry and ensures 
national food security. Food, by definition, is 
everything that comes from biological resources, 
animals, and water, whether processed or not 
processed, which is intended as food or drink for 
human consumption [1, 2]. Included in the definition 
of food are food additives, food raw materials, and 
other materials used in the process of preparing, 
processing, and/or making food and drink. 

Food security is a condition of fulfillment of food 
needs – in this case, for all the Indonesian people. 
This has been reflected in the availability of 
sufficient food, both in quantity and quality, and 
affordable by people's purchasing power. Food 
commodities have often been referred to as staples or 

basic needs of Indonesian people. The availability of 
staples has played a strategic role in stabilizing food 
security, economic security, and national political 
stability, leading to the availability of staples 
receiving substantial attention from the government 
[3]. So far, there has been accurate and 
comprehensive information about the amount of 
staples consumption in Indonesia. Several 
calculation approaches of staples consumption based 
on various sources have indicated very diverse 
information. The national socio-economic survey as 
one of the information sources of staples 
consumption, though it has only been able to 
accurately capture processed staples consumption 
inside the household, while staples consumption of 
those processed outside the household has not yet 
been calculated accurately [4]. 

Staples are food materials that can be processed 
into food. The survey results of the Central Statistics 
Agency of Central Sulawesi showed that the most 
consumed staples were grains. The average 
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consumption of the grains food group is 995,446 
calories per capita per day [5]. The most consumed 
grains in the region were rice and corn [5]. 

Grains are sold freely in the market to meet their 
daily needs. Fulfillment of the need for grains has 
been one of the most important objectives both at the 
national and individual scales. Imbalance of 
production and community needs for grains has 
caused unstable prices, while price instability made 
this need difficult to fulfill. 

Price instability could complicate in planning of 
production and investment activities. Stable prices 
could support the maintenance of people's 
purchasing power [6, 7]. In the case of price 
instability, producers and consumers needed 
information of production forecasting and grain 
prices, allowing business people to carefully plan 
their business ventures [8, 9]. 

Production forecasting and price of grains with 
time-series data could be done using a statistical 
method derived from a multiple linear regression 
model [10, 11], but forecasting results have not been 
accurate [12, 13]. One of the statistical methods for 
analyzing time-series data is the Autoregressive 
Integrated Moving Average (ARIMA). The 
advantage of this method is that it only used past and 
present values of the dependent variable to produce 
forecasting [14-17]. This study analyzed the 
forecasting model of production and the prices of 
rice and corn commodities in Central Sulawesi, 
Indonesia. 
2. LITERATURE REVIEW 
2.1. Forecasting 

Forecasting is the art, science to predict future 
events [18]. This is done by involving taking past 
data and placing it into the future with a 
mathematical model adapted to the good 
consideration of a manager. Forecasting is concerned 
with predicting what will happen in the future, based 
on the scientific method and is done mathematically 
[19]. However, forecasting activities are not solely 
based on scientific procedures or organized, because 
there are forecasting activities that use intuition 
(feelings) or through informal discussions in a group. 

Forecasting is a study of historical data to find 
relationships, trends, and systematic patterns [20]. In 
the business world, forecasting results are able to 
provide an overview of the future of the company 
which allows management to make planning, create 
business opportunities, and manage investment 
patterns. The accuracy of the results of business 
forecasting will increase the chances of achieving a 

profitable investment [21]. The higher the accuracy 
achieved by forecasting, the greater the role of 
forecasting in the company, because the results of 
forecasting can provide direction for company 
planning, product and market planning, sales 
planning, production planning and finance. 

Associated with company planning, the results of 
forecasting the economic and market environment 
allow company planners to direct company policies 
to the sectors that provide the highest profit 
opportunities [22]. The utilization of forecasting 
results in product and market planning is generally 
used to set company goals. The results of the product 
and market forecasting can be used by the company 
to enter new markets or to withdraw from 
increasingly unprofitable markets. 

Forecasting is usually based on the future time 
horizon it covers [23]. The time horizon is divided 
into several categories, namely: (1) Short-term 
forecasting: this forecasting covers a period of up to 
one year but generally less than three months, is used 
to plan purchases, work schedule, number of labor, 
work assignments, and population levels; (2) 
Medium-term forecasting (intermediate): this 
forecasting includes a monthly count of up to three 
years, is useful for plan sales, planning and 
production budget, cash budgeting and analyzing 
various operational plans; (3) Long-term forecasting: 
generally for planning periods of three years or more. 
This forecasting is used to plan new products, capital 
expenditures, location or facility development, as 
well as research and development. 
2.2. Arima Method 

The Box-Jenkins or ARIMA method is a method 
that uses a time series basis with a mathematical 
model [24], with the objective that errors that occur 
can be as small as possible. The use of the ARIMA 
method requires identification of the model and 
estimating its parameters [25]. This method is very 
good for short-term forecasting. ARIMA method is 
a combination of Autoregressive (AR) and Moving 
Average (MA) models. ARIMA model shows the 
dependent variable which is affected by the 
dependent variable itself in previous periods [24]. 
What distinguishes the AR and MA models is the 
type of independent variable. The independent 
variable in the AR model is the previous value (lag) 
of the dependent variable itself, while in the MA 
model the independent variable is the residual value 
in the previous period. 

An important requirement so that data can be 
modeled using the ARIMA method is data 
stationarity [26]. Stationarity is needed to make it 
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easier to identify and draw conclusions. Time series 
data is said to be stationary if the data shows a 
constant pattern from time to time. Data that are not 
stationary at the mean can be overcome by doing a 
first or second differentiation. In accordance with 
differentiation to what degree the data is stationary. 
Meanwhile, non-stationary data on variance can be 
overcome by transforming it. 

The Box Jenkins forecasting method is a very 
precise method for dealing with or overcoming the 
complexity of time series and other forecasting 
situations [27]. This complexity occurs because there 
are variations in the existing data patterns so that an 
approach is needed to predict data with this complex 
pattern by using several relatively good rules. In 
addition, this method can be used to predict historical 
data with conditions that are difficult to understand 
its effect on data technically, therefore necessary to 
know and understand some of the technical basics of 
its application. 

This forecasting method is actually a very general 
approach to time series forecasting. The reason for 
developing this method is because the existing 
forecasting methods always assume or are limited 
only to certain kinds of data patterns [28]. The Box 
Jenkins method does not require assumptions about 
a fixed pattern. The Box Jenkins approach begins 
with assuming an experimental or tentative pattern 
that is adjusted to historical data so that errors can be 
minimized. 

The Box Jenkins approach provides information 
explicitly to enable researchers to think about or 
decide whether the patterns that tentatively assumed 
are appropriate or true for the conditions and 
situations that have occurred [29]. If this has been 
done, the forecast can be made immediately and if it 
does not match the assumed pattern, the Box Jenkins 
approach provides further signs to identify the 
correct pattern. The procedures that are performed 
repeatedly allows the researcher to arrive at a 
forecasting model that provides optimism in the size 
of the basic pattern and minimizes the possibility of 
errors. 

The Box Jenkins approach divides the forecasting 
problem into three stages based on the postulation of 
a common class of forecasting models. In the first 
stage, a certain model can be entered tentatively as a 
forecasting method which is very suitable for the 
identified situation. In the second stage, match the 
model to the available historical data and perform a 
check to determine whether the model is sufficiently 
correct. If not correct, the approach returns to the 
first stage and an alternative model is identified. If a 

model is sufficiently precise, it should be isolated, 
and the third stage is to formulate forecasts for the 
next several periods. 

Basically, there are two models of the Box Jenkins 
method, namely linear models for static series and 
linear models for non-static series. Linear models for 
static series use filtering techniques for time series, 
namely ARMA (Autoregressive-Moving Average) 
model for a data set. Linear models for non-static 
series use ARIMA (Autoregressive Integrated 
Moving Average) models [30]. 

The real advantage of ARIMA models is that the 
forecasts done can be developed for very short 
periods. More time is spent on obtaining applicable 
data than time for modeling. According to Hanke et 
al. [31], in practice, the ARIMA model is often used. 
1. Autoregressive (AR) Model: 

In general, the AR process of the pth order (AR 
(p)) can be written as follows: 
ܺ௧ =  ∅ +  ∅ଵܺ௧ିଵ +  ∅ଶܺ௧ିଶ + ⋯ +  ∅ܺ௧ି +
݁௧       (1) 
Where : 
Xt = data at time t, t = 1,2,3, …, n     
Xt-1 = data at time t-i, i = 1,2,3, …, p     
∅ = constant value 
∅ = ith autogressive parameter,i = 1,2,3, …, p     
݁௧ = error value at time t 
2. Moving Average (MA) Model: 
In general, the MA process of the qth order (MA (q)) 
can be written as follows: 
ܺ௧ =  ∅ +  ∅ଵ݁௧ିଵ +  ∅ଶ݁௧ିଶ + ⋯ +  ∅݁௧ି + ݁௧       (2) 
Where : 
Xt = data at time t, t = 1,2,3, …, n 
∅ = a constant 
݁௧ = error value at time t 
et-j = error value at time t-j, j = 1,2,3, …, q     
∅ = jth MA parameters, j = 1,2,3, …, q     
3. Mixed Model or Autoregressive and Moving 
Average 
In general, it can be expressed in the form 
ܺ௧ =  ∅ +  ∅ଵܺ௧ିଵ + ⋯ +  ∅ܺ௧ି − ∅ଵ݁௧ିଵ −
⋯ − ∅݁௧ି     (3) 
Where : 
Xt = data at time t,t = 1,2,3, …, n 
∅ = a constant 
Xt-i = data at time t-i, i = 1,2,3, …, p 
∅ = ith autogressive parameter 
݁௧ = error value at time t 
et-j = error value at time t-j, j = 1,2,3, …, q  
∅ = jth MA parameters, j = 1,2,3, …, q 
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Besides being known as ARIMA, this method is 
also popularly known as the Box-Jenkins method, 
because it was developed by two American 
statisticians, namely G.E.P Box and G.M Jenkins in 
1970. The ARIMA process can be expressed as: 
ARIMA (p, d, q)   (4) 
Where :  
p  = number for autoregressive (AR) 
d  = number for differencing orders 
q  = number for moving average (MA)  
 
3. METHOD 
 
3.1. Location And Data Sources 

This study was conducted in Central Sulawesi in 
January of 2020. The study used time-series data 
from 2015 to 2019. The variables collected were rice 
and corn production and rice and corn prices. 
Sources of data came from the Department of 
Industry and Trade and the Department of Food 
Crops and Horticulture in Central Sulawesi. 
Forecasting of production and prices used the 
ARIMA Box Jenkins Method. 
3.2. Determination of the Forecasting Model of 
production and price of grains 

Table 1 exhibits the regression equation of 
forecasting of production and price of grains. 
Table 1. Equation of forecasting of production and price 

of grains in Central Sulawesi 
Variable Autoregressive 

Model (AR) 
Moving Average 

Model (MA) 
Rice 
production 

Y1t = a + a1Yt-1 + … 
+ aiYt-I + et 

Y1t = et – Y1et-1 - Y1et-
2 - … Ynet-n  Rice price Y2t = a + a1Yt-1 + … 

+ aiYt-I + et 
Y2t = et – Y1et-1 - Y1et-
2 - … Ynet-n  Corn 

production 
Y3t = a + a1Yt-1 + … 
+ aiYt-I + et 

Y3t = et – Y1et-1 - Y1et-
2 - … Ynet-n  Corn Price Y4t = a + a1Yt-1 + … 

+ aiYt-I + et 
Y4t = et – Y1et-1 - Y1et-
2 - … Ynet-n  

Note: a – ai = AR coefficient, Y1 – Yn = MA coefficient The best forecasting model of production and 
price of grains was selected based on the adjusted R2 
value criteria, Akaike information criteria (AIC), and 
Schwarz information criteria (SIC). If the model met 
more than one of these requirements, it was chosen 
again based on the value of the Root Mean Square 
Error (RMSE) [32, 33]. The model with the smallest 
RMSE value was the most suitable model for 
forecasting. The combination of Autoregressive (p) 
and Moving average (q) formed the ARIMA model 
(p, d, q) where p was the AR order, q was the MA 
order, and d was the number of differences to obtain 
data that was stationary to the average. An important 

requirement for modeling data on the ARIMA time-
series method was the data stationarity.  

The current study processed production data and 
grain prices using the Eviews application version 9. 
The study used the best forecasting model to predict 
the value of production and price of grains for the 
period of January to December 2020. 
4. RESULTS AND DISCUSSION 
4.1. Stationary Test and Model 

To get the best forecasting model it is necessary to 
do a stationary test. The production data for rice and 
corn, rice price and corn price carried out by the Box-
Cox transformation shows that the rounded value (λ) 
was equal to 1.00 occurred in the second 
transformation so that a decision could be made that 
the production data of rice and corn, rice price and 
corn price were already stationary to variance 
(Figures 1a, 1b, 1c, 1d). 
 

 
 
 
 
 
 

 
 
 

Figure 1a. Box-Cox Plot Of Rice Production Data 
 
 
 
 
 
 
 

 
 
 

Figure 1b. Box-Cox Plot Of Corn Production Data 
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Figure 1c. Box-Cox Plot Of Rice Price Data 
 
 
 
 
 
 
 

 
 

Figure 1d. Box-Cox Plot Of Corn Price Data 
The ACF (Autocorrelation Function) plot of 

production data for rice and corn, rice price and corn 
price in the second transformation has also been 
stationary to the average (Figures 2a, 2b, 2c, 2d). 
This could be seen from lag 1 and lag 2 that came out 
of the confidence interval (cut-off). 
 
 
 
 
 
 
 
 

 
Figure 2a. ACF Of Rice Production Data 

 
 

 
 
 
 
 

 
 
 
 

Figure 2b. ACF Of Corn Production Data 
 
 
 
 
 
 
 
 
 

Figure 2c. ACF Of Rice Price Data 
 
 
 
 
 
 
 
 
 

Figure 2d. ACF Of Corn Price Data 
Table 2 exhibits the analysis results of the best 

forecasting model of production and price of rice and 
corn. The model can predict the production and price 
of rice and corn for January to December 2020. 
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Table 2. The best forecasting models of production and 
price of rice and corn in Central Sulawesi 

production and price Variable 
ARIMA 
Model 

(p, d, q) 
Rice production Y1 (4,0,0) 
Rice price Y2 (2,2,0) 
Corn production Y3 (1,0,0) 
Corn Price Y4 (2,2,0) 

 
4.2. Rice Production Forecasting in Central 

Sulawesi 
Table 3 lists the results of rice production 

forecasting. 
Table 3. rice production forecasting from January to 

December 2020 in Central Sulawesi 
Month Rice Production 

Forecast (ton) 
January                 37,137  
February                 36,143  
March                 35,077  
April                 33,938  
May                 32,727  
June                 31,443  
July                 30,087  
August                 28,657  
September                 27,156  
October                 25,582  
November                 23,935  
December                 22,215  
Table 3 reveals the results of the rice production 

forecast for 2020 with the ARIMA method, which 
indicated a decrease in production. This happened 
because of the reduced size of the rice field planting 
area, as well as a decrease in the productivity of 
cultivated land. Other factors included pest attack 
and disease, natural disasters (floods), and the 
sustainable dry season. The decrease in production 
would be exacerbated by the ongoing COVID-19 
pandemic that has hit Central Sulawesi. The decrease 
in production would impact the consumption needs 
of the population of Central Sulawesi – needs that are 
increasing every year. Increasing rice production 
could be done by increasing cultivated land area 
using superior varieties that are resistant to disease 
pests and high productivity, at the same time using 
balanced fertilizers, adequate irrigation, improving 
planting methods, enhancing mechanization and 
practicing soil maintenance [34-37]. 

4.3. Rice Price Forecasting in Central Sulawesi 
Table 4 lists the results of rice price forecasting. 

Table 4. Rice price forecasting from January to 
December 2020 in Central Sulawesi 

Month Rice Price Forecast 
(IDR) 

January                   10,153  
February                   10,106  
March                   10,041  
April                     9,965  
May                     9,883  
June                     9,791  
July                     9,687  
August                     9,575  
September                     9,452  
October                     9,320  
November                     9,178  
December                     9,026  
Table 4 illustrates the rice price forecasting in 

2021, where the price of rice has decreased monthly 
in the first several months of the year. This forecast 
is contrary to the economic rule that dictates how if 
production decreases, selling price will increase. 
This happened because the rice stock in the 
Indonesian Bureau of Logistics fulfilled the 
consumption needs of the people of Central 
Sulawesi, ensuring there was no imbalance between 
demand and supply. Moreover, there is often 
government interference with the price of rice in 
Indonesia. This result differs from the findings of 
Abbasi et al. [38] in Pakistan where an increase in 
rice production also heightened. 
4.4. Corn Production Forecasting in Central 

Sulawesi 
Table 5 lists the results of corn production 

forecasting. 
Table 5. Results of corn production forecasting from 

January to December 2020 in Central Sulawesi 
Month Corn Production 

Forecast (ton) 
January 30,686.90 
February 30,581.10 
March 30,786.50 
April 30,981.50 
May 31,166.20 
June 31,340.40 
July 31,504.30 
August 31,657.80 
September 31,800.90 
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October 31,933.70 
November 32,056.00 
December 32,168.00 
Table 5 shows that the corn production forecast 

increases monthly. This happened because the 
productivity of corn agricultural land remained 
relatively productive for planting corn. According 
to Badar et al. [35], yields of wheat, rice, and corn 
increase when planting techniques improve. Indeed, 
the tropical climate in Central Sulawesi strongly 
supports the growth of corn [39]. 
4.5. Corn Price Forecasting in Central Sulawesi 

The results of Corn Price Forecasting are listed 
in Table 6. 
Table 6. Results of corn price forecasting from January to 

December 2020 in Central Sulawesi 
Month Corn Price 

Forecast (IDR) 
January 8,039.51 
February 8,089.44 
March 8,142.10 
April 8,195.49 
May 8,249.07 
June 8,302.70 
July 8,356.35 
August 8,409.99 
September 8,463.64 
October 8,517.29 
November 8,570.94 
December 8,624.59 
Table 6 shows the price of corn and how it tended 

to increase. This happened because the consumption 
and use of corn as animal feed was imbalanced with 
corn production. In addition, there were corn 
products derived from Central Sulawesi that sold 
outside the region for animal feed needs. Central 
Sulawesi needed to expand its agricultural land 
being used for corn, thereby balancing production 
and consumption so that the price of corn would be 
stable [40, 41].  
5. CONCLUSION 

The best forecasting model for grain commodities 
in Central Sulawesi was that of ARIMA rice 
production (4,0,0) with decreasing production 
forecast data trends, and ARIMA corn (1,0,0) with 
increasing production forecast data trends. The 
forecasting model of ARIMA rice prices (2,2,0) saw 
decreasing price forecast data trends and ARIMA 
corn prices (2,2,0) saw increasing price forecast data 
trends. This meeting can be a reference in making 
decisions, especially in making policies related to 

the production and price of rice and corn in Central 
Sulawesi. This finding could be a reference when it 
comes to making decisions, especially in developing 
policies related to the production and price of rice 
and corn in Central Sulawesi. 
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