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ABSTRACT 

In this article we consider end-to-end full page Handwritten Text Recognition for offline Kazakh text 
images written in Cyrillic alphabet using Fully connected CNN and bidirectional LSTM. The model 
performs training of text segmentation and recognition jointly using a new Kazakh text images dataset, 
named Kazakh Handwritten Dataset (KHD). The novel method, which we introduce, uses three steps: Start, 
Follow and Read (SFR). The proposed model makes use of Region Proposal Network in order to find the 
starting coordinates of lines in the page. For the case when lines are not straight, we introduce a method 
that pursues text lines until the end of it and prepare it for the last recognition step. The SFR model works 
for Russian language as well since Russian alphabet is a subset of Kazakh alphabet. The experimental 
analysis shows that on average the model provides 0.11 Character Error Rate.  

Keywords: Computer Vision, HTR, CNN, Bidirectional LSTM, Kazakh Handwritten, Document 
Processing, Text Line Follower, Text line cutting. 

 
1. INTRODUCTION  

Optical character reader (OCR) is a 
technology in the field of pattern recognition used 
to convert images of text into machine-encoded 
text which in particular enables search and edit 
options. To obtain a comprehensive OCR 
solution, it should be able to recognize text 
images regardless whether they are typed or 
handwritten. The offline-handwritten recognition 
is a very important domain of research as it 
appears in various kinds of images including 
lecture notes, notes written by graphic tablets, 
whiteboards, doctor’s notes, and historical 
documents. It finds applications in reading postal 
addresses, car plates, bank checks, various forms, 
offline exam papers, and in digitization of 
historical documents etc. Moreover, a 
multilingual OCR solution would be highly 
appreciated [1]. 

Our goal in this article is two-fold; the 
first objective is to introduce our own dataset 
Kazakh Handwritten Dataset (KHD) of 

handwritten Kazakh texts in Cyrillic alphabet and 
the second objective is to propose the SFR model 
to recognize full-page handwritten Kazakh text. 
We note that the current Kazakh alphabet is in 
Cyrillic script and consists of 42 letters with 33 of 
them coming from Russian alphabet. 

In general, it is a very time consuming and 
difficult task to establish a suitable dataset of 
handwritten text images. Moreover, most open 
access datasets are available in widely spoken 
languages which leaves a very tiny window to do 
research in handwritten recognition in less 
popular languages. In particular, there is almost 
no dataset of handwritten text images available in 
Kazakh [2] which makes it a very crucial task to 
develop new datasets. Therefore, our first 
objective to establish an open access dataset 
Kazakh Handwritten Dataset (KHD) of 
handwritten text images for end-to-end 
recognition tasks will help save time and budget 
for the researchers in the field. Such work will 
make a contribution to strengthening international 
research [3]. A very recent work [4] on Kazakh 
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handwritten recognition brought to our attention 
where a labeling approach to collect a dataset is 
proposed and for the collected dataset the authors 
reach accuracy of 85.63 %.  

Automated handwritten text recognition (HTR) 
is very crucial as it saves a lot of time effort.  
While the state-of-the-art HTR showed promising 
progress in some languages in recognizing 
handwritten certain text images [3], it still remains 
a challenging task due to variations in 
handwriting styles and differences in language 
specific features [5]. Especially in Cyrillic 
alphabet handwritten (cursive) text can be very 
confusing. For example, the handwritten text in 
Table 1 from our dataset KHD may correspond to 
any of the typed text in the second column. It 
means “his mother” which corresponds to the first 
typed text in the second column and remaining 
words are gibberish. 

Table 1. Confusing nature of Cyrillic handwritten text.

Kazakh handwritten 
word 

Possible transcriptions 

шешесі, шииесі, 
шлиесі, гшшесі, 
гешиесі, гееешесі, 
гиииесі, иеемесі, 
иеииесі, …  

Thus, the state-of-the-art model in one 
language may not perform as expected in another 
language. 

To sum up, our first contribution is to 
generate a new open access dataset KHD made 
available upon request. The second contribution is 
to propose modified version of SFR [8] adopted 
to the new dataset with moderate modifications. 
For details we refer to section 3.  

2. RELATED WORK 

In this section we review the recent 
work, progress on HTR, and the state-of-the-art 
algorithms in the field. 

Handwritten text recognition is one of 
the active areas of research in computer vision. 
Artificial Neural Networks, Kernel Methods such 
as Support Vectors Machines and Principal 
Component Analysis, Statistical Techniques such 

as Logistic regression, Hidden Markov Models 
(HMM), and k-Nearest Neighbors, Template 
matching methods, and finally Structural pattern 
recognition methods including Chain code 
histogram and grammar-based approaches are 
some of the classical HTR approaches used in the 
past three decades [6], [7], [3]. With the elevation 
of the large database availability, the deep 
learning-based approaches with special attention 
to Convolutional Neural Networks (CNN) are 
becoming increasingly popular among the current 
researchers and most recent CNN based 
techniques can be considered as the state-of-the-
art approaches [3]. In artificial intelligence, neural 
networks are sophisticated machine learning 
technologies inspired by well-connected human 
neural networks that generate electrical activities 

through neurons in our nervous system. In simple 
mathematical terms, an Artificial Neural 
Networks model is a highly nonlinear function 
from the space of input (independent) variable to 
the space of output (dependent) variables. 
Nonlinearity comes from activation functions 
such as ReLU, tanh, and sigmoid. With simple 
linear activations, the ANN model would become 
a simple finite dimensional linear transformation, 
in other words, it would simply be a matrix 
multiplication and hidden layers would contribute 
nothing to the training process. With a sufficient 
number of hidden layers with adequate number of 
nodes, a neural network can approximate almost 
any nonlinear (and linear) continuous function. In 
ANN, an n dimensional input variable is regarded 
as an 𝑛 ൈ 1 vector. For example, if we want to 
train our ANN model for a human face 
recognition problem, then the system first reads 
the two-dimensional faces into two-dimensional 
matrix of numbers with possible thirds dimension 
on color images, but then it flattens the input into 
a column vector and hence losing the topological 
structure and geometric structure of the original 
input. On the other hand, Convolutional Neural 
Networks have the power of keeping the input 
image dimensions as they are and hence 
preserving the topological structure. As the 
handwritten text is a two dimensional image, 
CNN-based architecture is definitely worth 
trying.    

A comprehensive HTR system has two 
main parts, namely, text segmentation and 
transcription. While more recent approaches 
consider the training of their models as a 
combined form of the two parts [8]–[10] the 
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traditional approach was to consider them as two 
separate tasks [11]–[14]. 

The text segmentation means to pre-
process the text image through line annotation of 
the text position or subdividing the text into 
meaningful units such as letters or words. Here 
we briefly review some related work on text line 
detection. One traditional approach was to sum 
the pixel values of the rectangular image along 
the rows, thus obtaining a vertical vector [15]. 
The local minima of the vector would give the 
positions where the text lines appear. Clearly, 
standing assumptions here are that the text lines 
are straight without any curving and that any two 
text lines have a gap. To accommodate for the 
curved text lines, seam carving techniques were 
proposed [16]. The idea is to compute the value 
of information energy for each pixel where a pixel 
containing part of a text has high energy. Then, 
the text line is determined by continuous 
elimination of pixels with large energy. More 
recent improvements of seam carving are based 
on CNN and Bi-directional Long-Short Term 
Memory (BLSTM) [11]. In general terms, Long-
Short Term Memory architectures and in 
particular BLSTM models are widely used in 
natural language processing research field. LSTM 
is a part of recurrent neural network architecture 
effective in the study of ordered sequences and 
time series such as words, sentences. The 
connections among the nodes of recurrent neural 
networks are in the form of directed graphs within 
time series which gives them the ability to 
remember the input variables during the learning 
process. LSTM technology can process the whole 
sequence, say a word, hence preserving the 
dependencies between the data points. It usually 
consists of one cell which memorizes the values 
over certain time intervals and three types of 
gates, namely, an input gate, an output gate, and 
finally a forget gate that controls the information 
flow. 

Recently, Progressive Scale Expansion 
Network, a kernel-based model, was proposed 
which first considers pixel-level segmentation to 
locate a text instance and then a progressive scale 
expansion algorithm is used to determine the 
adjacent text instances [17]. 

Once the text line is found the next step 
is text transcription through character image 
recognition. In various situations the Hidden 
Markov Models (HMM) approach proved 

effective in HTR [13], [18]. Hybrid Recurrent 
Neural Network (RNN) models with CNN started 
becoming effective character recognizers as a 
result of development of Connectionist Temporal 
Classification (CTC) loss function [19]. 
Introduced in 2006 [20], CTC is a loss function 
which is nowadays used in LSTM as an 
alternative to HMM for sequence-to-sequence 
learning problems. CTC is related to the 
conditional probability of correctly identifying the 
labeled sequence and is given by 

𝐶𝑇𝐶ሺ𝟏, 𝒙ሻ ൌ െ ln  𝑝ሺ𝜋|𝒙ሻ
గ∈షభሺ𝟏ሻ

, 

where 1 is the label corresponding to the sequence 
x and B is transformation that maps the given 
sequence into its label, for details see e.g. [21]. 

  A very recent work on handwritten Russian and 
Kazakh text recognition uses novel Attention-
Gated-CNN architecture with bidirectional gated 
recurrent unit and CTC loss [2]. For more 
information on recent advances in HTR we refer 
to [22]. 

Recently, the end-to-end full page HTR 
models that train text segmentation and 
transcription jointly showed promising 
performance [8]. Wigington et al [8] proposed 
Region Proposal Network (RPN) to determine the 
start of a line, a recurrent network approach to 
segment polygonal regions for text lines, and 
finally application of CNN-LSTM to identify the 
characters for historical documents in English. 
Another end-to-end HTR method was proposed in 
[23] where the algorithm finds the start of the 
line, and then the network recognizes the 
characters without explicit determination of the 
end of the text line. In [24]  the end-to-end model 
was integrated with feature extractor ResNet-50 
improving the prediction speed. We finally note 
that a study [9] suggests that joining segmentation 
with recognition is more likely to improve the 
model performances. 

3. EXPERIMENTAL SETUP AND 
PROPOSED MODEL 
 

In this section we first introduce the 
details of our new dataset of handwritten text 
images and data pre-processing and segmentation 
procedures. We then provide some details of the 
proposed algorithm. 
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3.1. Dataset and Prep-processing 

Dataset consists of A4 format 400 pages of 
handwritten text images, collected manually with 
participation of over 40 university students. Each 
page of handwritten text image has a 
corresponding original text file available. Both 
image file and text file were processed and 
validated manually to keep common format 
among all participants. All images were rescaled 
to have a fixed width of 512px. According to our 
calculations, one handwritten text page contains 
on average 35 lines. Each line contains around 5 
words i.e. around 60 letters Fig. 1. Overall, we 
have 14,000 text lines, 70,000 Kazakh words and 
420,000 letters. In order to best train our model, 
we used 90% (360 pages) of our data for training 
and 10% (40 pages) for validation purposes which 
is a k-fold validation method. For the purposed of 
cross validation we consider two test data Test 1 
and Test 2. 

 

 

Figure 1:. Kazakh handwritten text page with 
corresponding text file (label) from KHD dataset. 

Vectorized lines were made over 
rescaled images to provide base information 
about lines. Segments of lines were cut out over 
vectorized paths. Horizontal and vertical 
histogram were calculated for each segment. The 
most left boundary with higher derivative on 
horizontal histogram was selected as starting x 
coordinate and the most higher derivatives from 
top and bottom were selected to get scale and y 
coordinate. Tangent line over vectorized path was 
used to calculate radians of start of line. 
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3.2.  Proposed algorithm 

Our proposed model is similar to [8] 
with main distinction in the line follower 
algorithm. For the sake of completeness, we 
provide details here. The end-to-end HTR 
algorithm has three main components: Start-of-
Line finder, Line Follower, and finally 
Handwritten Text Recognizer. 

Start-of-Line finder. Since we consider the full 
pages of texts, the first mission is to find the 
starting points of each text line. The Start-of-Line 
(SOL) follower is an RPN with a truncated Very 
Deep Convolutional Network VGG-19 
architecture [23], [25]. We chose to work with 
VGG-19 due to its higher capacity as opposed to 
VGG-11 used in [8], see Fig. 2. 

The truncated VGG-19 produces five 
dimensional vectors as an output, namely, the 
coordinates of the starting point of a line, the 
direction angle of the text line, the scale, and a 
probability of occurrence. The image patch that 
contains the SOL is determined according to 
whether it is one or zero. Once the correct image 
patch is found, the coordinates are set to be the 
center of this rectangular patch. The scale gives 
the size of the text and the direction of text slope. 

 
Figure 2 : RPN based SOL 
 

Below is the Architecture of SOL: 

1. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

2. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

3. Max pool: Kernel = 2x2, Stride = 2, Padding 
= 0 
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4. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

5. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

6. Max pool: Kernel = 2x2, Stride = 2, Padding 
= 0 

7. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

8. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

9. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

10. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

11. Max pool: Kernel = 2x2, Stride = 2, Padding 
= 0 

12. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

13. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

14. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

15. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

16. Max pool: Kernel = 2x2, Stride = 2, Padding 
= 0 

17. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

18. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

19. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

20. Convolution layer: Kernel = 3x3, Stride = 1, 
Padding = 1 

Line Follower. Once the starting point of each 
line is determined by SOL, the next problem is to 
follow the line where the text appears. To this 
end, a piece of image is cut at the start of a line. 
This cut image is resized to have a fixed size of 
height 25 px and width 512 px. Customized 
network model predicts next position given the 
cut image. On the output it gives the following 
values: directions, distance, angle respectively, 
see Fig. 3. 

For this purpose, we use a different 
methodology than [8]. More precisely, we 
implement the CNN model is implemented with 
its topology consisting of seven layers: 3x3 

kernels and 64, 128, 256, 256, 512, and 512 
feature maps. After 4th and 5th layers, Batch 
Normalization (BN) is implemented and a 2x2 
Max Pooling (MP) filter is applied after 1st, 2nd, 
4th, and 6th layers. Finally, a fully connected layer 
is implemented to obtain the next coordinates and 
the direction as outputs. The model predicts 
positions recursively and stops when the end of 
the line is reached. The model was trained in an 
unordinary way. During the training process 
windows are rotated 180 degrees randomly in 
order to follow in reversed directions. It gives the 
possibility to detect the end of lines. We have 
figured out that the model gets lost at the end of a 
line. This tricky case was used to detect the end of 
line. So, the line follower moves a certain number 
of steps forward and tries to come into the initial 
position backward. Followed by forward and 
backward paths are compared. If the difference 
between two paths is significant, then the text line 
is lost. 

 

Figure 3 : Line Follower 
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Below is the Architecture of LF: 

1. Convolutional Layer: Kernel =3x3, Stride = 
1, Padding = 1, Output = 128x256x64 

2. Convolutional Layer: Kernel =3x3, Stride = 
1, Padding = 1, Output = 128x256x128 

3. Batch Normalization 
4. Dropout 
5. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 64x128x128 
6. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 64x128x256 
7. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 64x128x256 
8. Batch Normalization 
9. Dropout 
10. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 32x64x256 
11. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 32x64x256 
12. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 16x32x256 
13. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 8x16x128 
14. Batch Normalization 
15. Dropout 
16. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 4x8x128 
17. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 2x4x128 
18. Batch Normalization 
19. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 1x2x128 
20. Linear, output: 256 
21. Linear, output: 128 
22. Linear, output: 3 (r,d,nr) 

Handwritten Text Recognizer. Given the SOL 
and the entire line where text lies, the final duty is 
to recognize handwritten characters. To this end, 
a deep learning architecture, CNN-LSTM HWR, 
similar to[26] is considered as shown in Fig. 4. 
More specifically, the model topology consists of 
six convolutional layers 64-128-256-256-512-
512. The BN filters are used in 4th and 5th layers, 
after layer 1 and 2 a max pooling filter with stride 
2 is applied, and lastly 4th and 5th layers followed 
the max pooling filters with vertical stride of 2 
and a horizontal stride of 1. The list of 1024-
dimensional feature vectors are formed and are 

fed to a 2-layer BLSTM network with 512 nodes 
and 0.5 probability of dropout of each node. 

 

Figure 4: Text Recognizer 

Below is the Architecture of LF: 

1. Convolutional Layer: Kernel =3x3, Stride = 
1, Padding = 1, Output = 32x512x64 

2. Dropout 
3. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 16x256x64 



Journal of Theoretical and Applied Information Technology 
15th July 2021. Vol.99. No 13 
© 2021 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
3140 

 

4. Convolutional Layer: Kernel =3x3, Stride = 
1, Padding = 1, Output = 16x256x128 

5. Dropout 
6. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 8x128x128 
7. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 8x128x256 
8. Batch Normalization 
9. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 8x128x256 
10. Dropout 
11. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 4x64x256 
12. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 4x64x512 
13. Batch Normalization 
14. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 4x64x512 
15. Dropout 
16. Max Pool: Kernel =2x2, Stride = 2, Padding 

= 0, Output = 4x64x512 
17. Convolutional Layer: Kernel =3x3, Stride = 

1, Padding = 1, Output = 1x64x512 
18. Batch Normalization 
19. Bidirectional LSTM, output: 64x512 
20. Bidirectional LSTM, output: 64x512 

4. RESULTS OF THE EXPERIMENT 

In this section we state the findings of 
our experiment. To report the performance of our 
model we use the Character Error Rate (CER) as 
a metric, which gives the percentage of error 
made during character recognition also known as 
Levenshtein distance [27]. More specifically, for 
a text with total (N) characters, CER is given by 

𝐶𝐸𝑅 ൌ
𝑆  𝐼  𝐷

𝑁
 

where (S) is the minimal number of character 
substitutions, (I) the minimal number of character 
inclusions, and (D) the minimal number of 
character deletions required to transform the 
original text into the model predicted text. 
Clearly, the lesser the CER, the better the model 
performance. 

Fig. 5 provides some examples of model 
predicted text and the handwritten text. 

Note that the [2]  made an experiment on 
text-lines of Kazakh/Russian language and 
received CER 0.64 accuracy test1 and CER 0.45 
accuracy. However, our work is done for whole 
page text recognition which is much advanced 
work. We can easily state that our work is a 
continuation of [2] with new KHD dataset and 
with novel SFR model. Our SFR model 
simultaneously reads whole lines at time, i.e our 
SFR model reads 33 times faster than [2]. Our 
novel SFR model shows CER 0.11 on test_1 and 
CER 0.13 on test_2 as shown in Table x. 

 

Figure 5: Predicted: Some output results of our 
experiment for Kazakh/Russian language 

Table 2:. CER result on test_1 and test_2 

Test Dataset CER 

Test 1 KHD 0.11 

Test 2 KHD 0.13 

 

Figure 6: Graph of CER for each test page 
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We also report one example Fig 7 to show 
the performance of both the start of line finder 
and line follower parts of our model. The red dots 
show predicted lines. 

 

Figure 7: The result of line follower for one page 

It is readily seen that the algorithm is doing a 
great job to determine the lines for this particular 
page sample.  

4. DISCUSSION AND CONCLUSION 

In general, an individual has unique writing 
skills. Every person, under the influence of 
various factors, develops skills in drawing 
alphabets in writing. This manifests itself in the 
manner of writing - the manner of execution of a 
letter, which in its totality of features of the 
outline becomes unique. 

In this work, we considered full page 
handwritten Kazakh text recognition. To achieve 
this objective, we developed and used the state-
of-the-art CNN based architecture. The model 
closely follows [8]. To train the model and test its 
accuracy we used a newly developed dataset of 
handwritten text images. The findings show that 
the proposed algorithm has a CER of  0.11 on 
Test_1 and 0.13 on Test_2. 

We note that in the very recent work [2], dual 
Kazakh and Russian handwritten text recognition 
problem was studied using architecture similar to 
our model to certain extent. The model was 
reported to show a promising progress with CER 
of 0.045 and 0.064 for the newly developed 
database of the authors. However, we note that 
they do not consider the line follower as it is 
given in their text images improving the accuracy 
while our dataset does not provide such 
information. This hints that improving the line 
follower part of our proposed algorithm may 
improve the performance. 

While the reported CER can be considered as 
a good result given the moderate size of the 
dataset, clearly it is worse than the human level 
accuracy. This limitation is due to the size of our 
KHD due to computational cost. The general 
convention in the deep learning community is that 
the larger the dataset the better model performs. 
So, it is more likely that the performance of the 
algorithm improves with the increase of the 
handwritten text images dataset. It is also 
interesting to see how it performs for other 
minority Cyrillic and non-Cyrillic languages.    

We note that in certain related articles, both 
character error rates and word error rates were 
reported as a metric to evaluate the proposed 
model performance. Word error rate is the word 
analogue of character error rate reviewed in the 
previous section, which roughly tries to find the 
percentage of correctly identified words. It is no 
surprise that usually word error rate is worse than 
character error rate. Since our proposed algorithm 
tries to predict individual characters instead of 
words, we found it appropriate to only report 
character error rates for our tests. One possible 
future direction is to develop a novel algorithm 
that considers word-based predictions as opposed 
to character-based predictions. To train the 
network for character recognition problem, one 
needs a dataset containing many versions of 
characters/letters. For example,  Kazakh alphabet 
contains 42 letters and hence as far as the data 
contains many example for each letter, the model 
should work fine. However, in any particular 
language, the number of words is way higher than 
the number of letter in the alphabet. Hence, to 
train the network for word recognition, one 
expects a very large amount of data available 
which is already a challenge especially for less 
studied minority languages. Thus, developing 
new methods to improve word recognition with 
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fewer amounts of data would be much 
appreciated.  

Another limitation of the current work is lack 
of comparison. This is because there is almost no 
research done in this direction in Kazakh full text 
recognition. Moreover, since we used our own 
dataset, there was no chance to compare other 
works done in the same dataset as the 
performance results in such experiments are 
highly dataset sensitive.  

In conclusion, the proposed algorithm 
achieves promising results. As pointed out in the 
introduction, see Table 1, the Cyrillic scripts have 
confusing nature in terms of letter recognitions. 
So, simply because one state-of-the-art algorithm 
is performing well in one particular language does 
not guarantee the same performance in another 
one. Hence, the language specifics should be 
taken in consideration when building a text 
recognition model.   
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