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ABSTRACT 
 

This paper proposes a multimodel internal model control approach based on neural network, using a 
variable learning rate, for a nonlinear discrete system. The multimodel controller consists of two blocks : an 
inverse model and an internal model. Each block is based on neural network can be got directly, which 
simplifies the control law design and analyses greatly. Meanwhile, the way of model switch is developed 
based on neural network decision. This approach avoids the complex calculation when adjusting the 
controller parameter and overcomes the switch operation. By applying the proposed approach to a nonlinear 
system, simulation results demonstrate that the strategy has advantage of multimodel internal model control 
and could achieve better system performance than the classical one. 
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1. INTRODUCTION  
 

 The classical internal model control 
(IMC), as one of the advanced control arithmetic, 
has drowned more attention since it was used 
because it gives a simple yet effective framework 
for the analysis of control system [1]. This method 
is easy to be designed and regulated on-line, and is 
also adapt to eliminate unmeasured disturbance. 
The main key of this control strategy is to use two 
blocks; the inverse model and the internal model as 
a controller. But, sometimes, it is difficult to find 
the ideal inverse model so a little bit of time-
varying parameters of nonlinear process or such 
added disturbances, the system performance would 
be deteriorated.  

In recent times, neural network (NN) had been 
applied in nonlinear IMC design due to its good 
ability of approximate nonlinear functions [2][3]. 
However, for some industrial fields, there are many 
different unknown environments, for example, 
external disturbances, changes in subsystem 
dynamics, strong nonlinearity, variation of 
parameters, sudden change, the process 
characteristic changes drastically and falls outside 
training region. In this case, even though the NN 
model is available, it is difficult to design the NN 
inverse model unless the model is open-loop stable 
[4] and consequently the controller based on a fixed 
model will be unreliable and thus the system 
performance is affected seriously.  

One way to solve this problem is to use multimodel 
internal model control based on neural network, in 
this paper. The main idea of this method is 
representing a dynamical system by a set of locally 
valid sub-models across the operating range.  

Many researchers used the multimodel control in 
their applications. For example, reference [5] adopts 
multimodel adaptive control strategy in pH CSTR 
and gets satisfactory performance, but it is too 
difficult to get inverse model directly and adjust on-
line. 

Reference [6] describes a hybrid learning approach 
for networks constructed from ARX local models 
and normalized Gaussian basis functions. Using the 
method, multimodel control on complicated process 
is realized. But this arithmetic involves large 
calculation of parameters, and the  traditional NN 
IMC needs to adjust process model and inverse 
model online. So the system is hard to meet the 
real-time requirement in most industrial system. 

Reference [7] presents the design and the evaluation 
of a system that implements a multimodel, multi-
level system using the artificial neural network 
architecture for eczema detection. In [7], 
multimodel system is defined as an architecture 
with different models depending on the input 
characteristic. The outputs of these models are 
integrated by a decision layer, thus multi-level, 
which computes the probability of an eczema case. 
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Reference [8] presents an important problems in the 
multimodel structure concerns the validity 
calculation which is a fundamental point especially 
when the process is corrupted with noise and/or its 
parameters are of high variations. 

Reference [9] presents a methodology for 
identification and control of complex nonlinear 
plants using multimodel approach. The proposed 
methodology is based on fuzzy decomposition of 
the steady state map.  

Reference [10] presents a multimodel controller 
based on the neural network sets for the time-
variant nonlinear systems with uncertainty and 
time-delay. 

Reference [11] presents a comparison between the 
methods of designing and implementation for 
multiple models and inverse model command. 

In [12], a tracking control using multimodel 
switching is employed for uncertain nonlinear 
systems with time-varying delay. The paper [13] 
develops a fuzzy-weighted control scheme for 
control of multimodel MIMO systems.  

 In our paper, a multimodel internal model control 
method based on neural network, using a variable 
learning rate, is proposed. Indeed, the neural 
network is applied to construct the nonlinear 
process local-model, and the local-inverse model 
could be obtained from the process. These local-
internal model and the local-inverse model 
represent a local-controller. A switch algorithm 
between these local-controllers is proposed. 
Because each local sub-model has nonlinear 
property, the error caused by local-model could be 
reduced.  In this paper we propose an approach to 
solve the control algorithms switching.  

This paper is organized as follows. Section 2 briefly 
introduces the statement problem. In section 3, the 
multimodel neural network approach is detailed. In 
section 4, the proposed multimodel neural network 
controller is presented. In section 5, an example of a 
nonlinear system is presented to illustrate the 
proposed efficiency of the methods. At last, 
concluding remarks are in Section 6. 
 
2. STATEMENT PROBLEM 

 
Consider the above discrete nonlinear 

single input single output (SISO) system with n  
inputs and n  outputs expressed in terms of its 
difference equation in the following form. 

    ( ) ( ( 1),..., ( ), ( 1),..., ( ))y uy k f y k y k n u k u k n  (1) 

where ( )y k  and ( )u k  ( ( ) ny k R , nu(k)R ), are 

respectively the input and output vectors, yn  and 

un  are the number of past system output and input 

respectively, (.)f is the nonlinear function mapping 

specified by the model and k  is the discrete time 
index. 

The problem is to find a suitable controller to 
ensure that the system output ( )y k tracks as possible 

the desired reference ( )r k . 

To overcome this control problem, we propose a 
multimodel internal model control approach based 
on neural network, using a variable learning rate, as 
presented in figure 1.  

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Multimodel internal  model control approach 
based on  neural network 

Figure 1 presents the structure of multimodel 
internal model control approach based on neural 
network. The ith local neural network model, NNMi, 
 1, 2, ...,i M ,  is the ith sub-model of the process 

and the local-neural network controller, NNCi, is the 
ith corresponding controller.  

For the ith  controller, the output is given by: 

                      ( )riu k f zf wx                      (2) 

where z  and w are the synaptic weights of the 
neural network controller and  ( ) ( ) ( )ce k r k y k  is 

the tracking error vector. Therefore, the adaptive 
mechanism is used for self-adjustment of the neural 
network controller to achieve the best tracking 
performance. 
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3. MULIMODEL NEURAL NETWORK 
APPROACH 
 

The multimodel structure consists of M  
sub-model. Each sub-model can approximate the 
process function. However, the identification can be 
in online or offline operation. This methodology 
aims to replace the search for a single model that is 
often difficult to obtain by searching for a family of 

sub-models  ig k  and basic functions 
  .i  as 

given by the following expression. 

               
     




1

(.) ( ),
L

i i i
i

g k g k
                 (3) 

the whole characterizing the overall behavior of the 
system is 

                 ( ) ( ),y k g k
                          (4) 

A judicious choice of the structure of the sub-

models  ig k  and basic functions 
  .i  allows in 

theory to approach with an imposed precision any 
nonlinear behavior in a wide field of operation. 

The multimodel approach consists, more precisely, 
of reducing the complexity of the system by 
breaking down its operating space into a finite 
number of operating zones. 

Let consider  n
iD R  as a domain iD  resulting 

from the partition of the operating space of the 

system such as i iD D  . The system exhibits a 
relatively homogeneous dynamic behavior in each 

operating zone. Whereas, R , a known vector 
variable, characteristic of the system and accessible 
by measurement in real time. It can be, for example, 
a measurable state variable and / or an input signal 
of the system. 

In this paper, we have used the weighting functions 

:  i (k) 
: R R  depending on the decision 

variables. These functions are associated with the 
different areas of operation and thus serve to 
gradually quantify the membership of the current 
operating point of the system to a given operating 
area. 

The weighting functions are chosen to verify the 
following convex sum properties: 

          

L

i
i 1

i

( (k)) 1   ;

 0 ( (k)) 1,       i 1, ..., L  k


  

      



      (5) 

They can be constructed either from discontinuous 
derivative functions or from continuous derivative 
functions. We opt, in this paper, for weighting 

functions  i .
 constructed from Gaussian 

functions. This choice makes it possible to obtain, 
on the one hand, functions that are easy to compute 
in the multivariable case and, on the other hand, 
functions that are continuously differentiable. 

They are obtained, in the monovariable case, from 

the function  iw .
 : R R  

              

 2

i
i 2

i

(k) c
w ( (k)) exp

  
   
               (6) 

whose parameters are centers ic  and 

dispersions i . 

The weighting functions are finally obtained by 

normalizing the functions iw ( (k))  as follows:  

            

i
i L

j
j 1

w ( (k))
( (k))

w ( (k))



  


                   (7) 

It should be noted that a common dispersion i    

( i i, j  
 in the multivariable case) to all the 

weighting functions avoids so-called reactivation 
phenomena in which the same weighting function is 
significantly different from zero in two distinct 
operating zones [2] . 

The output obtained by the multimodel approach is 
as follows: 

              

L

MM i i
i 1

y (k) ( (k))y (k)


  
               (8) 

where L  is the number of sub-models, MMy  the 

output of the multimodel, iy (k)   the output of the 

ith sub-model, (k)  the decision variable and 
 i (k) 

 the weighting function associated with 
the ith sub-model. 

Figure 2 presents the principle of the fusion of the 
multimodel approach. 
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Figure 2: Principle of the fusion of the multimodel 
approach 

The weighting functions make it possible to 
determine the relative contribution of each sub-
model according to the zone where the system is 
evolving. 

Obtaining such multimodel representation depends 

on the choice of the index variable  , the 
decomposition of the operating space into a number 
L of operating zones and the determination of the 
structure and parameters of each sub-model. 
 
4. MULTIMODEL NEURAL NETWORK 

CONTROLLER 
 

The multimodel neural network controller 
contains two blocks: the first is the inverse neural 
network model and the second is the internal neural 
network model. 

 
4.1 Design of the ith Inverse Neural Network 

Model 
In this section, we focus on to build the ith 

inverse neural network as a local-controller. The 
expression of the inverse model based on input-

output measurement ( ( ), ( ))i iu k y k  is given by : 

  1( ) ( 1), ( ), ...,ri i iu k f y k y k
          (9) 

where 
1f 
 is an inverse nonlinear function of f . 

The ith inverse neural network model can be 
obtained in on-line identification as given by the 
following expression:      

 

  
  

 

 21
( ( ) )( , ) 2( )

ci
k

w k
k k

e kJ a i k
J a

a a        (10) 

or in offline identification as given by the following 
expression:  

 

  
  

 

 21
( ( ) )( , 1, ..., ) 2( )

ci
k

w k
k k

e kJ a i N
J a

a a     (11) 

where ka  is 
1z  or 

1w .  

The ith inverse neural network model is given by 
the samplest structure and presented by the 
following figure : 

  

 

 

 

 

Figure 3: The proposed  inverse model 
structure 

The output of the ith inverse neural network model 
is given by the following expression: 

      




 



   

 
4 3

1 1 1

1 1

1 1

( ) ( ( ))

         ( )

ji

n n

ri c j i
j i

T
c

u k f z f w x

f z F W x
       (12) 

where 
   

1 1
3, 1, ...,

T

ix x i n
 is the input vector  

   
1( ) ( ) ... ( 1) ...

T

i i rix k r k u k
(13) 

and     

    
1

1 4, 1, ..., , 1, ...,jiW w i n j n
, 



    


1
1 1 1

4
1

( ) ( ) , 1, ...,
Tn

ji i
i

F W x f w x j n
,

   
1 1

4, 1, ...,
T

jz z j n
. 

The estimation of synaptic weights is performed by 

minimizing a cost function cJ given by the 
following expression: 

yMM
ur 

NNM1 

NNM2 

  1 ( )k  

  2 ( )k  

  ( )L kNNML 

u ri (k) y(k) r

adjustment 
algorithm  

ith local-
inverse model  

Process 
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  2 21 1
( ( )) ( ( ) ( ))

2 2c cJ e k r k y k
       (14) 

After minimizing the cost function, the incremental 
changes of the output layer and the hidden layer are 
given as follows: 

 


  


1
1

( )
( )

( )
c

j c c
j

J k
z k

z k
                (15) 

 


  


1
1

( )
( )

( )
c

ij c c
ij

J k
w k

w k
              (16) 

The update of the synaptic weights is as follows : 

        
   1 1 1( 1) ( ) ( )ij ij c ijw k w k w k

       (17) 

            
   1 1 1( 1) ( ) ( )j j c jz k z k z k

         (18) 

with c , 0 1c  , a variable learning rate given 
by the following expression: 








 
   
  


1

1
2 1 1 1 1

1

1 1 1 1 1

'( )( ( ) ( )
( )

'( ) )

n
T

ji i
ic

T T

f w x F W x F W x
k

z F W x z x x
 

The ith inverse neural network model algorithm is 
given by some steps: 

First step : 

1- Find the necessary observation set ( ( ), ( ))i iu k y k    

2- Find the inverse neural network model 
parameters: layer number, neuron number by each 
hidden layer, activation function,   

3- Compute the ith obtained neural network model 
using a reduced observation number: 


 

  
4 3

1 1 1

1 1

( ) ( ( ))
ji

n n

ri j i
j i

u k f z f w x
         (19) 

 

 

Second step : 

4- At time instant ( 1k ), we have a new data 
( 1)ir k , using the obtained input vector 

1x , if the 

condition   1( 1)cie k , where  1 0  is a given small 
constant, is satisfied then the ith neural network 
inverse model, given by the equation (12), 
approaches sufficiently the behavior of the system, 

5- Calculate the ith  neural output at (k+1)  


 

  
4 3

1 1 1

1 1

( ) ( ( ))
ji

n n

ri j i
j i

u k f z f w x
            (20) 

6- Evaluate the gap 
( 1)cie k

 

7- If the condition   1( 1)cie k , is satisfied then the 
neural network inverse model provides sufficiently 

the control law ( 1)riu k , 

8- If   1( 1)cie k , the synaptic weights of the neural 
network model is necessary, using the equation (17) 
and (18). 

Using the obtained inverse model as a controller 
becomes a difficult task because the fast switching 
operation between M  inverse model can cause 
dangerous behaviors whereas the slow swithching 
operation involves only the system’s performances’ 
alteration. 

The switching operation is the main problems to be 
solved when designing the algorithms’ switching 
block. Because this block may contain all 
algorithms’ implementation and the algorithms’ 
coefficients.  

To overcome this problem, an internal model is 
proposed and the used controller becomes based on 
two blocks: the inverse local-model and the internal 
multimodel. 

 
4.2 The design of the multimodel internal 

model 
In this section, we focus on building the 

neural network controller which consists of the 
inverse model, which deltailed in the previous 
section, and a multimodel internal model. 
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The general structure of the ith internal neural 
model is given by the following relationship 

      




 



   

 
2 1

1
1 1

( ) ( ( ))

         ( )

n n

i j ji i
j i

T

y k s z s w x

s z S W x
               (21) 

where    1, 1, ...,
T

ix x i n
 is the input vector  

      

    ( ) ( 1) ... ( 1) ...
T

i i rix k y k u k
  (22) 

and 
     1 2, 1, ..., , 1, ...,jiW w i n j n

, 



    


1

2
1

( ) ( )) , 1, ...,
Tn

ji i
i

S W x s w x j n
,

    2, 1, ...,
T

jz z j n
. 

The estimation of synaptic weights is performed by 
minimizing a cost function J  given by the 
following expression: 

             
  2 21 1

( ( )) ( ( ) ( ))
2 2i i iJ e k y k y k

       (23) 

After minimizing the cost function, the incremental 
changes of the output layer and the hidden layer are 
given as follows: 

        




  
1

1

( ) ( ) '( )) ( )
n

j i ji i
i

z k e k s w x S W x
     (24) 

  




  
1

1

( ) '( )) '( ) ( )
n

T
ji ji i j i

i

w k s w x S W x z x e k
  (25) 

The update of the synaptic weights is as follows : 

          
   ( 1) ( ) ( )ji ji jiw k w k w k

            (26) 

           
   ( 1) ( ) ( )j j jz k z k z k

                (27) 

with   , 0 1  , a variable learning rate is given 
by the following expression: 

1

2 2 (1)

1

1

' ( )( ( ) ( )
( )

'( ) '( ) ) ( )

lj

t
T

j
j

T T T
j j

s w x S Wx S Wx
k

z S Wx S Wx z x x e k








 
 

  
 
 



 

The output obtained by the multimodel approach is 
as follows: 

          
 



 
1

( ) ( ( )) ( )
L

MM i i
i

y k k y k
              (28) 

where L  is the number of neural network sub-
models. 
 
4.3 The proposed switch algorithm  

In this section, the adaptive switch 
controller is proposed for the nonlinear system to 
achieve closed-loop stability and tracking. In fact, 
in this structure, we design the switching controller 
consisting of multi-controllers: an inverse neural 
network model and a multimodel neural network 
internal model, as shown in Figure 4.   

It is proposed, in our paper, a method that provides 
good results for nonlinear system. It is supposed 
that just one single internal neural network 
controller (INNC), is to be maintained active, the 

best one, however all the other ( 1)L  internal 
neural network controller rest inactive, during the 
current functioning of multimodel control systems 
with L model-algorithm pairs. The best neural 
network controller is found when the corresponding 
control error is the smallest. In the switching 
operation, we remove to use another neural network 
controller in the contrary case. Figure 4 presents 
this solution.  

 

 

 

 

 

 

Figure 4: Switching algorithm 
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r
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A summary of the proposed switch algorithm of the 
adaptive multimodel internal control for nonlinear 
system is presented. 

Offline phase:  

Initialization of parameters 
1w , 

1z , w  and z  of 
the inverse neural network model and the 
multimodel internal neural network model, 
respectively, is based on expressions (17), (18), 
(26) and (27) using a reduced number of 
observations M , ( M N ), where N  is the 
observation number. 

Online phase:  

(i) At time instant ( 1k  ), we have a new data 

( 1)
i

r k 
, using the obtained input vector

1x . 

(ii)  If the condition   2( 1)e k , where 2 0   is 
a given small constant, is satisfied, then the internal 
multimodel neural network, given by the equation 
(28), approaches sufficiently the behavior of the 
nonlinear system. 

(iii) If the condition 
  3( 1)

ice k
,  1, ..,i L , 

where  3 0  is a given small constant, is satisfied 
then the internal neural network controller provides 

sufficiently the control law ( 1)riu k  , using 
expression (12). 

(iv) If the condition   4( 1)ie k  and  4 3 , 

where 4  is a given small constant, is satisfied, the 
update of the neural network controller provides 

sufficiently the control law ( 1)ru k  , using 

expression (12) ,  1, ..,i L .  

(v) In this case,  4 3 , the controller error is the 
smaller so we should use this internal neural 
network controller. 

(vi) If the condition   4( 1)ie k or 
  3( 1)

ice k
 are not satisfied, then the update of 

synaptic weights of the internal neural network 
controller is necessary, using expressions (17) and 
(18). 

(vii) If 
  1( 1)

ice k
 is not satisfied, then the 

update of the synaptic weights of the internal 
multimodel neural network model is necessary, 
using equations (26) and (27) 

(viii) End. 
 
5. SIMULATION RESULTS 
 

In order to evaluate the performance of the 
proposed method, simulations of a nonlinear system 
[16] are carried out. 

     


   2 2

( 1) ( 2) ( 3) ( 2)( ( 3) 1)
( )

1 ( 2) ( 3)

y k y k y k u k y k
y k

y k y k

             




   2 2

( 1)

1 ( 2) ( 3)

u k

y k y k                 (29) 

with   (1) (2) (3) 0y y y . 

( )u k  and ( )y k  are, respectively, the inputs and the 
outputs of the system.  

In this section, we examine the effectiveness of the 
proposed multimodel internal model control 
approach based on neural network, using a variable 
learning rate, for a nonlinear discrete system given 
by the equation (29). 
 
5.1 Limits of classical neural networks internal 

model control 
The nonlinear discrete system given by the 

equation (29) is of third order and the input vector 
of the artificial neural network model is five where 
the used initial synaptic weights of the artificial  
neural model were random. 
The fixed learning rate   0.42m  for neural 

network model and   0.45c

 

for neural network 

controller.  
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Figure 5: The evolution of the desired and the system 

output (Classical IMC)  

 

0 10 20 30 40 50 60 70 80 90 100

k

0

0.05

0.1

0.15

0.2

0.25

0.3

Control Law

 
Figure 6: Control law signal  

 

Figures 5 and 6 present, respectively, the evolutions 
of the desired reference trajectory and the system 
output in the case of the classical internal model 
control based on neural network and the control 
law. It may be noticed that the closed loop 
performances, in the case of no added disturbances, 
are good. 
However, in the case of a random disturbances are 
added to the system output, the artificial neural 
network model may have a respective incapacity to 
provide good performance in closed loop.  
Indeed, the choice of a classical artificial neural 
network model created by a one hidden layer and 
sigmoid as an activation function, thanks to its 
simple derivative, cannot be always sufficient in 
presence of strong nonlinearities.  
Furthermore, by examining equation (29), it is 
obvious that accuracy of the modeling is closely 
linked to the initialization and the convergence of 
the weights of artificial neural network model. Poor 
initialization, a slow convergence of the weights 
which caused by a bad choice of fixed learning rate 

and the presence of disturbances can lead to poor 
performance of the control system. 
To illustrate this problem, we consider the same 
system described by the equation (23), using the 
same learning rate for both blocks networks, the 
same initialization of the controller parameters. The 
performance in regulation and tracking are 
considerable deteriorated because initial weights of 
the mapping network were random, random 
disturbances were added and bad initialization of 
weights of the mapping network were used.   
Figures 7 and 8 show respectively the results of 
system output and the control signal. In these 
figures a disturbance was added in the output of 
system. It may be noticed that the closed loop 
performances, in this condition, are deteriorated. 
From these figures we noticed and proved the used 
classical neural network internal model control is 
limited. To overcome this problem a multimodel 
neural network should be used. 

 
Figure 7: The evolution of the desired and the system 

output with disturbances (Classical IMC)   

 
Figure 8: Control law signal 
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5.2 A multimodel internal neural network for 
system identification 

In this section, we examine the 
effectiveness of the proposed multimodel internal 
model control system for the nonlinear system. 
A performance index, based on the Mean Square 
Error (MSE), is used to evaluate the quality of the 
model. 

        
 



  2

1

1
( ) ( )

N

MM
k

MSE y k y k
N         

(29) 

where N  is the number of observations, ( )MMy k
 
is 

the output of the multi-model and ( )y k
 

is the 

output of the system. 
In this section, the parametric estimation based on 
the multimodel approach is presented. The used 
output of the multimodel approach is given as 
follows: 

            
 



 
1

( ) ( ( )) ( )
L

MM i i
i

y k k y k             (30) 

where ( )iy k
 

is the output of the ith sub-neural 

network model which is given by    

      


 

  
2 1

1
1 1

( ) ( ( ))
n n

i j ji i
j i

y k s z s w x

           
(31) 

  ( )i k
 
is the weighting function is given by  

            


 







1

( ( ))
( ( ))

( ( ))

i
i L

j
j

w k
k

w k
              (32) 

( ( ))iw k is the Gaussian function is given by 

        

 




 
   

 

2

2

( )
( ( )) exp i

i
i

k c
w k       (33) 

Homogeneous partitioning of the four-zone system 
operating space is performed using the weighting 
functions centered on  1 1c ,  2 0.33c , 

3c 0.33  and 4c 1  and dispersion 0.4

 

are 

given by figure 9 and the weighting functions are 
shown in figure 10.  
The parametric estimation is based on an iterative 
minimization procedure of quadratic global 
criterion: 

        
  2 21 1

( ( )) ( ( ) ( ))
2 2 MMJ e k y k y k

  
     (34) 

We use 800 couples of input-output for 
identification. The input ( )u k  of the system 

consists of the concatenation of amplitude slots 
(belonging to [-1,1]) and variable durations. 
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Figure 9: Gaussian functions 

 
Figure 10: Weithing functions  

 
The validation of the model is carried out 
considering the following input : 



 

       


             

2
( ) sin                        1 500

250
2 2

( ) 0.8 sin 0.2 sin   1 500
250 25

u k k k

u k k k
(35) 

In this section, we used the equation (23) to 
optimize each multilayered neural networks models 

( )iy k ,  1,..., 4i , given by the equation (31). The 

found models are used in the equation of the 
proposed multimodel ( )MMy k , according to 

equation (30). 
In figure 11, the nonlinear system responses and the 
optimized multilayered model by gradient descent 
method are illustrated. The good concordance 
between the system output and that of the 
multimodel is clearly highlighted. The performance 
index obtained is MSE=2.5842e-04. In figure 12, 
the error between the multimodel ( )MMy k and ( )y k

 is illustrated.  
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Four multilayered neural networks models are used 
in the multimodel approach. The first neural 
networks multilayered model is described by 12 
hidden  sigmoid function, 18 neurons in the input 
layer with an input vector 1x , with :  

     1 ( ), ( 1), ( 1), ( 1), ( 2)
T

x y k y k y k u k u k . 

 
Figure 11: The multimodel output and the system output       

er
ro

r

 
Figure 12: The error between the multimodel output and 

the system output      

The second neural networks multilayered model is 
described by 21 sigmoid function, 14 neurons in the 
input layer with an input vector 2x , with  

     2 ( ), ( 1), ( 2), ( ) ( 1), ( 1)
T

x y k y k y k u k y k u k

The third neural networks multilayered model is 
described by 19 sigmoid function, 18 neurons in the 
input layer with an input vector 3x , with : 

     3 ( ), ( 1), ( 2), ( 1), ( 2)
T

x y k y k y k u k u k . 

The fourth neural networks multilayered model is 
described by 22 sigmoid function, 10 neurons in the 
input layer with an input vector 4x , with : 

     4 ( ), ( 1), ( 2), ( ), ( 1) ( 2)
T

x y k y k y k u k u k u k

These four artificial neural networks models are 
used as local-models of the non linear system. 
 

5.3 Neural network controller using internal 
multimodel for system control 

In this section, the resulting local neural 
network models is used now to emulate the 
dynamics of the considered nonlinear system.  
Figures 13 and 14 present, respectively, the 
evolutions of the desired reference trajectory and 
the system output using the proposed multimodel 
internal model control based on neural model using 
a variable learning rate.  
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Figure 13: The evolution of the desired and the system 

output (Proposed Multimodel IMC) 
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Figure 14: The evolution of the desired and the system 
output with disturbances (Proposed Multimodel IMC) 

 
These figures show that the results recorded in the 
case of the strategy advanced in this paper is more 
better compared to the classical internal model 
control (figures 5 to 8). 
Figures 15 and 16 present, respectively, the control 
signal obtained by classical and proposed approach.  
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Figure 15: The evolution of the control law 
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Figure 16: The control law the system in the case of 

disturbances 
 
In the following table the performance of the 
proposed approach is summarized and compared to 
the classical IMC. From this table, it is noticed that 
the proposed approach gives the smallest controller 
error so and the best internal neural network 
controller. 

Table 1: Summarized performance of the proposed 
approach.. 

 
Approach  Learning 

rate 
NMSE 

  
Classical 

IMC 

Without 
disturbances 

0.42 0.54 

With 
disturbances 

0.38 0.63 

Proposed 
multimodel 

IMC 

Without 
disturbances 

variable 0.42 

With 
disturbances 

variable 0.49 

 
 
 
 

6. CONCLUSIONS 
  

In this paper, multimodel internal model 
control approach based on neural network is 
proposed. The neural network is used both to create 
the local model and the local controller. The used 
neural network is based on a variable learning rate. 
This avoids the error brought by the local modeling, 
enhances the robustness of the controller, reduces 
the difficulty of the building of the nonlinear 
model, decreases the problem of the design of the 
local-controllers, avoids the oscillation brought by 
model switching and realizes smooth-switch.  
Compared to the classical ICM method, the 
proposed multimodel IMC gives a smaller MSE 
and extensive simulation results demonstrate the 
validity of this method. 
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