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ABSTRACT

The aim of the wind turbines power curve is to represent the performance of a wind turbine, aids in wind power assessment and also helps in wind power forecasting. The wind turbines power curve captures the nonlinear relationship between wind speed and output power. In this paper, we present a hybrid approach of wind turbines power curve modeling based on Case Based Reasoning approach, multi agent system and a machine learning algorithm, which is the K-Nearest Neighbors method to propose a new adapted wind turbines power curve for our target case based on the wind turbines power curve of similar wind turbines. The K-Nearest Neighbors algorithm is used in the retrieve step of the case based reasoning cycle to search for similar wind turbines based on their characteristics. These wind turbines are then classified and sorted on the basis of features similarity measure. Then, a new wind turbines power curve of the target case is proposed based on the experiences of similar cases.
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1. INTRODUCTION

Renewable energies play a very important role in the development and economic growth of all countries. However, the use of these resources is rising more and more due to population growth and the improvement in standard living of citizens, which leads to its overexploitation. To ensure a secure and sustainable energy supply, most countries seek to improve their capacity to produce energy by using renewable resources to provide people with reliable and efficient energy services. Among all these resources, wind power can play a major role in restarting economies around the world. It is very promising because the technology is commercially mature, and it can deliver clean and affordable energy. The global wind power capacity is on-track to achieve nearly 1,000 GW by the end of 2024, which is an increase of 54 per cent for total wind power installations compared to 2019 [1].

Before starting the installation of wind turbines, it should first to study their performance. A wind turbine power curve (WTPC) shown in Fig1 is used in this case. namely the input-output relationship between the generated wind turbine power and the wind speed. It can be also used for power assessment and forecasting, wind turbine selection and capacity estimation [22]. The wind turbine power curve is essentially comprised of three regions [25, 26]. The first region when the wind speed is less than the cut-in speed (Uc) doesn’t generate any wind power, so it has zero output. The second region, when the wind speed is located between Uc and Ur, the output power increases as the wind speed increases. The third region is when the wind speed is larger than the Us, the wind turbine will be shut down for security concerns.
Since wind speed is stochastic, WTPCs play an important role in modeling and forecasting the energy produced by wind turbines and also to monitor their state of health [2]. The estimation and simulation of WTPC must be done from the actual operational data of the wind turbines already installed.

Modeled power curves can serve as a solid basis of comparison between the performances of the different available turbines, and also helping customers to make the right choice according to their needs and requirements [3].

To achieve smart monitoring of wind power forecasting, we need to benefit from the past experiences of already installed wind turbines and reuse their WTPC to predict a new one according to new data input as wind speed data. In this paper, we propose a hybrid approach of wind turbines power curve modeling based on Case Based Reasoning approach and a machine learning algorithm, which is the K-Nearest Neighbors method (KNN) to propose a new adapted WTPC based on the WTPC of other wind turbines.

The structure of this paper is arranged as follows: In section two, we present the literature review of which we introduce the main concepts related to our approach. Section three is devoted to describe and detail the different steps of our approach. In section four, we present the result of our approach using the CBR and the KNN algorithm. In the last section, we sum-up with a conclusion, limitation and future direction.

2. LITERATURE REVIEW

2.1 Case Based Reasoning

The Case based Reasoning (CBR) is a problem-solving paradigm that solves a problem based on similar past experiences [4]. It takes its origins from Schank’s memory [6]. It is one of the evolving approaches to design and develop intelligent decision-making systems. CBR has been used to solve many problems in different fields like Learning System, Recipe generation, Music etc… In CBR, new solutions for a current situation are generated by retrieving the most similar cases from the case base and adapting those cases to current contexts [5]. To Solve a problem using the Case Based Reasoning approach, we follow a typical cycle with a set of five steps as shown in figure 1: Elaboration, Retrieve, Reuse, Revise and Retain [7, 8, 27]. The first step of CBR consists in building and setup the specification of the problem to be solved. Information and knowledge are inferred from an initial request submitted to the system, this gives a detailed description of the target problem to better guide the search for a specific objective and task. In the second step, the elaborated target problem is then used to find a set of cases in the case base that are judged similar. During the Reuse step, the solutions of the selected cases are adapted and reused to obtain solutions to the target case. In the revision step, the proposed solutions will be analyzed, modified, refused or accepted by the user. Finally, the Retain step is the step during which the greatest number of knowledge is likely to emerge. It allows to incorporate whether the knowledge learned from the already solved new case is useful to be incorporated into the case base [5].
2.2 Classification with k-nearest Neighbors

The K-Nearest Neighbors (KNN) algorithm is a super simple way to classify data. It’s a non-parametric, supervised machine learning algorithm that can be used for both classification and regression problems. The aim of this algorithm is to classify new objects based on attribute and training data [9]. Each object is classified by looking at the k nearest neighbors. The K-Nearest Neighbors algorithm has the following steps:

- First, specifying the number of nearest neighbors (K) to use.
- Specifying the training data set D(yj).
- Calculate the distance d(xi, yj) between the new observation Xi and the whole of training data (yj). In this case, there are many important methods to calculate this distance. By default, the KNN algorithm uses the Euclidean distance which is calculated by the following equation

$$D(x,y) = \sqrt{(x0 - y0)^2 + (x1 - y1)^2 + \cdots + (xn - yn)^2}$$  \hspace{1cm} (1)

X and Y are subjects with n characteristics to be compared [10]. There is also another method to calculate this distance such as Manhattan distance [11].

- Sort result of distances in ascending order.
- Get the first K entries of the result distances
- Classify the observation Xi according to the class of its neighbors that gets the most votes.

KNN has several advantages, we cite:

- It’s very simple and easy to implement.
- KNN is versatile, we can use it for classification, regression and search.

Meanwhile, the KNN algorithm has some limitations, we cite:
• It gets significantly slower as the data set elements and characteristics increase.
• High cost computing of the calculation of the distance between the new observation \( \text{Xi} \) and in the whole data set training.

2.3 Multi Agent System

The multi agent system (MAS) is a system composed of a collection of intelligent agents [24], operating in an environment, interacting with each other and with the environment to solve a common problem and to achieve desired goals [15, 16]. They are able to learn and act in their environment as presented in [17]. Agents may behave towards each other as collaborators, competitors or strangers [18, 19]. A System multi agent is composed of [20]:

• The environment.
• Agents and the relationships that link them with each other in their environment.
• Behaviors and Operations of each agent.
• Objects that can be created, modified and perceived by agents.

3. OUR PROPOSED APPROACH AND ITS ARCHITECTURE

Our approach involves the use of the multi-Agents system and the case based reasoning approach for the resolution of the power curve modeling problem.

The aim of our approach is to create a multi-agents system for smart monitoring of wind turbines power forecasting and which is based on past experiences of already installed ones. This approach allows decision makers to simulate the WTPC of new installed wind turbine and analyze its performance in real time. A K-Nearest Neighbors machine learning algorithm is used to build our power curve model.

Our approach has many positive points as follow:

• Smart management system to ensure in performance monitoring of the turbine.
• Forecasting of power of newly installed wind turbines.
• Aids in wind power assessment.
• Benefit from past experiences.
• Build a model using machine learning algorithm.

Our system architecture contains five steps. Schematically, we can represent our proposed approach as indicated in Figure 3 below:

![Figure 3. Our Proposed Architecture](image-url)
• Elaboration step: The aim of this step is to construct the target case based on the specification of the wind turbine data. This step contains the following agents:
  
  - **Request Agent**: This agent is the interface between the system and the environment. It’s responsible for cleaning and processing the collected wind turbine data. This serves to better guide the search for similar cases to the target case.
  
  - **Starter agent**: this agent is responsible for constructing and initializing the wind turbine target case. Each wind turbine is modeled as a case presented by a vector $\text{Case}_i$ which describes the characteristic of the wind turbine.

\[
\text{Case}_i = \begin{pmatrix}
  n_{\text{power}} \\
  r_{\text{diameter}} \\
  h_{\text{height}} \\
  p_{\text{density}} \\
  pcw_{\text{speed}} \\
  pc_{\text{pow}\_value}
\end{pmatrix}
\]  

- **nominal_power**: Represents the nominal power of the wind turbine.
- **rotor_diameter**: Represents the rotor diameter.
- **hub_height**: The rotor’s height above ground.
- **power_density**: The power density parameter.
- **power_curve_wind_speeds**: a list of wind speed values
- **power_curve_values**: a set of power wind values according to wind speed.

• Retrieve step: This step contains a set of agents that compare and retrieve the most appropriate cases of the target case. The Retrieve step contains the following agents:

  - **The Retrieve agent**: The goal of this agent is to collect the elaborated target case from the starter agent of the Elaboration step. This agent is also responsible for evaluating and finding a set of cases in the case base that are judged similar to the target case using similarity measure. To search for similar cases, we used the K-Nearest Neighbors (KNN) algorithm, the following steps will be executed:
    a. Split our dataset into inputs (X) and target (Y). Our input contains three parameters: the nominal power, rotor diameter and the hub height of the wind turbine. The power density of the wind turbine will be the target that we will be attempting to predict to find similar cases.
    b. Split our dataset into training and testing data. The training dataset is used to train our model, and the testing dataset is used to see the result of our model on unseen data.
    c. Find the good value K of the number of nearest neighbors to use.
    d. Calculate Euclidean distance between the target case and all the cases in the database.
    e. Sort the obtained result on the basis of distance.
    f. Extract the top K neighbors.

  - **Splitter Agent**: The role of this agent is to execute the steps a and b above of the KNN algorithm.
  
  - **Clustering Agent**: This agent executes the step c above of the KNN algorithm.
  
  - **Distance Measure Agent**: This agent is responsible to execute the steps d and e above.

• Reuse step: The agents of this step aims to adapt and reuse all cases deemed similar to our target case. This step contains the following agents:

  - **Reuse Agent**: The reuse agent aims to adapt the solutions of the K nearest neighbors cases proposed by the retrieve agent and reuse them to obtain a solution for the target case. In our case, the solution is a function that captures the relationship between wind speed and wind power [23].
  
  - **Analyzer agent**: This agent check in a dynamic way if there is a change in the target case, then the analyzer agent asks the starter agent of the Elaboration step to update the target case. This process is continuous and will be triggered whenever any updates or modifications are made to the target case.

• Revision step: The goal of the agent of this step is to analyze and evaluate the proposed solution by the reuse agent, make a modification if necessary, then refuse or accept it.

• Retain step: In this step, the retain agent retains the validated solution as a new learnt case and store it into the case bases for future reuse. The proposed WTPC for the target case will be used
then to solve future power curve modeling problem.

4. RESULTS AND DISCUSSIONS

In this section, we present the result of our approach for the resolution of the power curve modeling problem using the KNN algorithm in the retrieve step of the CBR cycle. The KNN algorithm has been applied to find the nearest wind turbines of our wind turbine target case. To determine an optimal value k of the number of neighbors, we used the Elbow method [14] which is one of the most popular methods to find this value of k.

\[
\text{Case}_i = \begin{pmatrix}
n\_power \\
r\_diameter \\
h\_height \\
p\_density \\
p\_cw\_speed \\
p\_cw\_pow\_value \\
\end{pmatrix}
\] (3)

4.1 Data Processing and Presentation

The modeling of the WTPC has been done using a set of 67 wind turbine after the clean of abnormal or missing values from an initial data of 137 element. Each wind turbine is represented by a vector Casei of characteristics (nominal power, rotor diameter, hub height, power density, list of power curve wind speed, list of power curve values). For a better visualization, we will present the data in two tables. The table 1 contains the first four parameters. Otherwise, the table 2 contains a set of vector values that captures the relationship between wind speed and wind power of power curve.

<table>
<thead>
<tr>
<th>Table 1. The first four Parameters of the vector Casei</th>
</tr>
</thead>
<tbody>
<tr>
<td>nominal_power</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>...</td>
</tr>
<tr>
<td>62</td>
</tr>
<tr>
<td>63</td>
</tr>
<tr>
<td>64</td>
</tr>
<tr>
<td>65</td>
</tr>
<tr>
<td>66</td>
</tr>
</tbody>
</table>
The Figure 4 generated by the Matplotlib library [12] in python programming language [13] shows the distribution of our wind turbine data according to the first four parameters.

### Table 2. Data that captures the relationship between wind speed and wind power

|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |
|   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |   |

#### 4.2 The Optimal Value k of KNN

One of the most important steps in KNN is to determine the optimal value of k to achieve the maximum accuracy of the model. The value k represents the number of clusters of the data or the number of individual values. Since we are facing a regression problem, in our case, the value of k is the number of nearest neighbors of the wind turbine target case. The Elbow method is very popular to determine this value of k.

We train our model with different values of k using both the training and testing data set. For each value of k, we keep track of the error rate. Algorithm 1 represents the Elbow classifier method to calculate the test mean squared error [28].

#### Algorithm 1 Elbow.

1. function Elbow(k):
2.   #Initiating empty list
3.   test_mse : Array
4.   #Training model for every value of k
5.   for each value index in k:
6.     #Creating an instance of KNN
7.     model = KNN(n_neighbors = index)
8.     #Fitting our model
9.     #train_x and train_y are
10.    #the training and testing data set
11.   model.fit(train_x, train_y)
12.   #Predict over the train_set
13.   #and calculate the MSE
14.   tmp = model.predict(test_x)
15.   tmp = mse(tmp, test_y)
16.   test_mse.append(tmp)
17. end for
18. return test_mse
19. end function
The figure 5 represents the graph of error rate vs K value.

As we remark in the figure 5, the graph of the error rate increases after the value 5 of k neighbors. So, the optimal value for our model is 5.

### 4.3 Classification Using KNN

We retrain our model using the K nearest neighbors algorithm with the optimal k = 5 value. Algorithm 2 is used in the retrieval step of our CBR cycle, to calculate the distance between the target case and each case in the case base.

#### Algorithm2 EuclideanDistance.

1. function euclideanDistance(targetCase, dataCases, length):
2.   distance ← 0
3.   for each value x in range(length):
4.     distance ← square(targetCase[x] - dataCases[x]) + square(targetCase[x] - dataCases[x])
5.   end for
6.   return sqrt(distance)
7. end function

The cases are then sorted on the basis of distance to extract the top five similar neighbors Algorithm3.

#### Algorithm3 KNN_Training.

1. function knn_train(trainingSet, dataCases, k):
2.   distances : Dictionary
3.   sorted_distance : Array
4.   neighbors : Array
5.   # get the size of the data cases
6.   length ← dataCases.count
7.   # Calculating euclidean distance between each row of training data and test data
8.   for each value x in range(len(trainingSet)):
9.     dist ← euclideanDistance(dataCases, trainingSet.iloc[x], length)
10.    distances[x] ← dist[0]
11. end for
12. # Sorting cases on the basis of distance
13. sorted_distance = sort(distances)
14. # Extracting top k neighbors
15. for each value x in range(k):
16.    neighbors.append(sorted_distance[x])
17. end for
18. return neighbors
19. end function
We get the following result for the 5 nearest neighbors as shown in Figure 6. Each plotted curve is a function that captures the relationship between the wind speed and the wind power for all of the five nearest neighbors and which represent the most similar cases for our target case. The proposed hybrid approach provides a good power curve forecasting of a new installed wind turbine at different wind speed value.

From the results obtained using the KNN algorithm, we can present the power curve of our target case as a function that captures the relationship between the wind speed and the average of the power values of the five nearest neighbors as shown in Figure 7. The average of the power value and the power value of each corresponding neighbor can be correlated as:

\[ \text{Average}_{\text{power}}^i = \frac{1}{k} \sum_{j=0}^{k} P_j^i \]  

where \( k \) is the number of nearest neighbors, \( P_j^i \) is the power value for a given nearest wind turbine \( j \) at a given wind speed \( i \).

Figure 6. Wind Power Curve for the 5 nearest neighbors

Figure 7. Proposed Wind Power Curve for the target case.
5. CONCLUSION AND PERSPECTIVES

The wind turbine performance can be described by its WTPC which is a function that captures the relationship between wind speed and wind power. The wind turbine power curve plays an important role in wind power forecasting and therefore, the best selection of the wind farm installation. In this paper, a hybrid approach of wind turbines power curve modeling based on Case Based Reasoning approach and a machine learning algorithm has been proposed to obtain a new adapted and more accurate WTPC based on the WTPC of similar wind turbines. To enhance the search process, the KNN machine learning algorithm has been used in the retrieve step of the CBR cycle to search for wind turbines with similar characteristics, these wind turbines are then classified and sorted on the basis of distance of the target case. In the retain step, a new WTPC of the target case has been proposed based on the experiences of the similar cases. During this step, also, new experience and knowledge have been retained and stored into the case bases. The proposed WTPC for the target case will be used to solve future power curve modeling problem.

The main contribution of our work is the combination of the multi agent system, the case based reasoning approach and the KNN algorithm which allows to simulate the WTPC of new installed wind turbine and analyze its performance in real time based on past experiences of already installed ones. In this research, a real data base of 67 wind turbines has been used and divided into training and testing dataset to examine the performance of our hybrid approach. Our proposed model has succeeded in increasing the accuracy of the proposed WTPC and provided a good power curve forecasting of a new installed wind turbine at different wind speed value.

Our future work will be focused on testing our model on a large number of wind turbines using several datasets of different wind farms that will enrich our database cases, also to increase the number of features or wind turbines characteristics in order to get a better accuracy of our model. Finally, a multi agent system web based tool will be implemented based on our proposed approach for WTPC.
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