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ABSTRACT 
 

Colombia is a country with an economy strongly linked to agriculture. Besides, thanks to its geographical 
characteristics, it has a wide variety of fruit products of great commercial acceptance both domestically and 
internationally. However, despite its strong economic dependence, this sector has not benefited from 
adequate technological developments. One of the processes in the production chain that in many cases is 
still carried out manually is the selection and classification of the fruit. In the specific case of papaya 
(papaw or pawpaw), this manual sorting strategy does not satisfy the quality of the process in terms of 
efficiency and performance, triggering the productive stagnation of this sector. This research proposes to 
support this process using an automatic system through the use of a model based on neural networks. In 
particular, a performance comparison is made between four neural topologies recognized for their high 
categorization capacity. The selected topologies include a low depth network and three deep learning 
structures. The models were trained with a proprietary dataset consisting of three visually identifiable fruit 
states. As a result, the high performance of the deep convolutional networks, in particular, the ResNet and 
DenseNet networks, is observed, making them strong candidates for the development of an autonomous 
embedded system. 
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1. INTRODUCTION  
 

The wide variety of climates and terrains in 
Colombia allows the growth of a wide diversity of 
fruits with harvests that extend throughout the year 
[1]. The country’s tropical and uniform climate 
makes the export of fruits considered exotic an 
important economic market [2, 3]. This trend has 
been growing in recent years and is expected to be a 
strong generator of resources for the country. 
However, much of the production is carried out by 
small farming families with little access to 
technology and with a preponderance of manual 
labor. This strategy increases production costs per 
unit, reducing both production efficiency and 
producer profits [4]. 

The field of fruit growing requires a constant 
updating of technology capable of optimizing its 
production process and thus increase its market 
niche [5, 6]. Currently, several alternatives are 
provided to reach the threshold of production, 
distribution, and quality; the one we will focus on is 
closely related to the quality of the product, for this, 

we propose an automated alternative through the 
use of neural networks. With the use of this tool, an 
improvement in the fruit classification process is 
foreseen [7], in addition to ensuring that the product 
is at an optimal stage for consumption. 

The application of taxonomy in fruit harvesting is 
possible to increase fruit quality and generate 
growth in demand for these crops [8, 9]. The 
harvesting process in papaya crops turns out to be a 
great field of application of this concept since this 
sector requires an improvement in its quality and 
growth in demand [10, 11]. Papaya is a fruit whose 
quality is highly affected by the state of ripeness at 
the time of harvesting, hence the importance of 
recognizing the state of ripeness of this fruit. The 
usual way to classify its current state is the visual 
recognition of papaya since it is understood that by 
having a specific texture or color it is possible to 
determine its ripening stage for its subsequent 
distribution [12]. 

This analysis is affected by deficiencies in the 
person in charge of this task [13]. Inexperience in 
the worker often leads to the fact that this person is 
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not able to efficiently and accurately recognize the 
ripening stage of the fruit to be evaluated, 
classifying it erroneously and affecting the quality 
of the final product. Not only experience is a 
determining factor, but in those workers who have 
it, fatigue is an influential factor in this type of 
work, affecting the quality of their classification 
[14]. The accumulated fatigue and the constant 
repetition of this process can generate visual wear 
and tear and makes the eyes unable to recognize 
certain shades of colors, generating in the worker a 
state of distortion at the time of classification. 

The use of an automated ripening classification 
system, capable of detecting the state of the papaya, 
is ideal for product improvement [15, 16]. Such 
information could help to calculate the preservation 
times of the fruit (passage from the semi-mature or 
distribution state of the fruit to its decomposed 
state), and thus ensure that the product is at an 
optimal stage for consumption, raising quality 
standards. For the classification system to be able to 
counteract any problem [17], an automation tool 
with a solid image classification scheme must be 
available, since these are based on image processing 
strategies that use filters to recognize specific 
parameters in the image, such as shape, colors, 
symbology, contrast, grayscale, textures, and 
patterns [18, 19, 20]. Based on these aspects, the 
use of neural networks proves to be a very effective 
option [21]. Deep and low-depth neural networks 
are efficient in training-based classification 
processes, and they can adapt to changes in the 
training data [22]. 

This research is focused on determining the best 
neural model for the development of an embedded 
automatic identification system [23, 24]. In this 
sense, we intend to evaluate the performance of 
four topologies widely recognized for their 
capability and performance in image classification 
tasks [25]. Each of these topologies will be trained 
and adjusted under the same conditions and dataset, 
and the performance of each of them will be 
evaluated to handle the specific identification 
problem of this fruit [26, 27]. It is expected that the 
neural models will be able to identify the 
differences and similarities between images of each 
state of the fruit, avoiding misidentifications 
between categories, regardless of particular 
conditions of the images such as the over position 
of different fruits, partial occlusion with leaves of 
the plant, and the difference in contrast and 
brightness to which each image is exposed, as well 
as the recognition of some diseases [28, 29, 30]. 

 

2. PROBLEM STATEMENT 

A problem widely encountered in Colombian 
agricultural production systems is the lack of 
technological tools in the classification process [31, 
32]. This lack of tools combined with low 
knowledge of fertilizer and pesticide management 
reduces production capacity, harvest, and fruit 
quality. Studies have shown that the investment in 
these tools is amortized in a very short time due to 
the increase in efficiency, quality, and production 
[33]. This research presents a preliminary study 
regarding the most suitable sorting model for use in 
embedded systems in automatic papaya fruit 
classification applications. The ultimate goal is to 
develop a stand-alone system easy to use by farmers 
either as an application for portable devices 
(smartphones or tablets), a special purpose stand-
alone system, or even on service robots and drones. 
To this end, the comparative performance of neural 
topologies with previous positive results on similar 
classification problems is evaluated. 

The selected topologies include a multi-layer 
perceptron and three convolutional networks. These 
classification models are trained under similar 
conditions, i.e., the same dataset and the same 
optimization and tuning criteria (with appropriate 
loss and optimization functions in each case). The 
same criteria and metrics were also used to establish 
their performance on the problem. The purpose of 
this stage of the project is to define a topology for 
the categorization model to be used in a stand-alone 
fruit sorting system. As such, the dataset used was 
adjusted to identify the topology with the best 
capability for this task. Later stages of the research 
will modify this dataset to develop equipment 
suitable for commercial use. 

At present, there is no similar system in national 
production schemes. Automatic fruit grading 
models do exist, but such research work relates to 
other fruits in different production contexts. As far 
as this research has been able to identify, there is no 
classification system like the one proposed in this 
project, particularly on embedded systems with 
deep neural networks. 

 
3. METHODS 
 

The architectures that will be used in the 
comparative study are: Perceptron Multi-layer, 
Residual Neural Network (ResNet [34]), Dense 
Convolutional Network (DenseNet [35]), and 
Neural Architecture Search Network (NASNet 
[36]). These topologies are selected due to their 
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high performance in previous models developed in 
the research. The architecture selected for each 
model considered both network performance and 
the number of parameters and learning capacity. 
Figure 1 shows the architecture adopted for the 
multi-layer perceptron network, this figure details 
some parameters of the model used such as the 
number of layers, percentage of data used in 
training and evaluation, as well as the number of 
epochs and batch size. 

Similarly, Figs. 2, 3, and 4 show the details of the 
architectures for the ResNet, DenseNet, and 
NASNet convolutional models. For the case of the 
ResNet network, architecture with a total of 50 deep 
layers (ResNet50, reduced version of ResNet 152) 
was chosen. This network has a much higher 
performance than others such as VGGNet (Visual 
Geometry Group) in image categorization with a 
simpler architecture and has shown ample 
performance in a multitude of applications. The 
reduced version we use has even lower complexity 
making it easier to train (shallower convolutional 
networks learn better than their deeper counterparts) 
and portability to embedded systems. The residual 
blocks of this network skip a few layers forward 
thus reducing the size and the curse of 
dimensionality problem that causes the network to 
stop learning. The DenseNet network exploits the 

same design principles as the ResNet network, i.e., 
using forward jumps to reduce the curse of 
dimensionality and allow for greater network depth. 
We use a 121-layer deep DenseNet network 
(DenseNet121), the smallest architecture of its kind 
(169, 201 and 264-layer deep versions exist). 
Finally, the NASNet topology starts from the 
principle of segmenting the dataset to find an 
efficient structural block on a specific classification 
problem, in particular CIFAR-10, and then using it 
on the entire dataset. We use the NASNet-Mobile 
version, a model that is pre-trained with more than 
one million images in 100 categories. This model, 
as its name suggests, is optimized for image 
categorization applications on mobile embedded 
systems. 

This research differs from previous works in this 
regard in the first place because of the degree of 
social relevance involved, which is part of the 
objectives of the project. It is necessary to improve 
the quality of national agricultural production while 
strengthening the technological transfer of research 
centers to the industry. Another distinctive element 
of this research is its dedicated character, the 
objective is focused on the development of a low-
cost embedded system, a differential characteristic 
concerning similar projects. 

 

Figure 1: Architecture Used In The Multi-Layer Perceptron Model 
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Figure 2: Architecture Used In The Resnet Model 

 

Figure 3: Architecture Used In The Densenet Model 
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Figure 4: Architecture Used In The Nasnet Model 

 

To support the fruit quality classification process, 
three categories were defined for the neural models: 
Rotten Fruit (category 0), Immature Fruit (category 
1), and Ripe Fruit (category 2). The training 

database was structured with 106 photographs in 
each category, for a total of 318 images in the 
dataset, of which 70% were used for training and 
30% for validation (Fig. 5). The selection of 
training and validation images was random in all 
cases. 

 

Figure 5: Sample Of Photographs In Category 0 (Rotten Fruit) 
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4. RESULTS 

The category classification problem is a classic 
machine learning problem. The objective is to 
assign to a pre-established category the unknown 
samples presented as input to the model. The 
evaluation of the performance of these models is 
done by applying metrics that evaluate how well 
this task is performed. Some of these metrics focus 
on looking at the number of items that were 
correctly classified into a category, while others 
additionally penalize misclassified items within a 
given category. Classical performance evaluation 
tools include the confusion matrix and metrics 
derived from the calculation of this matrix (matrix 
boxes). 

To compare the performance of the four models, 
the metrics Precision, Recall, and F1-score were 
calculated using the validation data (Tables 1, 2, 3 
and 4). As detailed, these values are unknown to the 
models and did not affect their training. Precision 
takes into account the ratio of true positives to all 
the images assigned to a category, i.e. (equation 1): 

 

Table 1: Multilayer Network Classification Report 

  Precision Recall F1-score Support 

0 0.00 0.00 0.00 32 
1 1.00 0.49 0.65 32 
2 0.41 1.00 0.58 32 
          

Accuracy     0.52 96 
Macro 

avg 
0.47 0.50 0.41 96 

Weighted 
avg 

0.53 0.52 0.45 96 

  
Table 2: Resnet Network Classification Report 

  Precision Recall F1-score Support 

0 0.59 0.92 0.72 32 
1 0.88 0.63 0.73 32 
2 0.96 0.83 0.89 32 
          

Accuracy     0.78 96 
Macro 

avg 
0.81 0.79 0.78 96 

Weighted 
avg 

0.83 0.78 0.78 96 

  

Table 3: Densenet Network Classification Report 

 Precision Recall F1-score Support 

0 0.76 0.88 0.81 32 
1 0.91 0.86 0.88 32 
2 0.96 0.90 0.93 32 
          

Accuracy     0.88 96 
Macro 

avg 
0.88 0.88 0.88 96 

Weighted 
avg 

0.89 0.88 0.88 96 

  
Table 4: Nasnet Network Classification Report 

 Precision Recall F1-score Support 

0 0.31 0.60 0.41 32 
1 1.00 0.17 0.29 32 
2 0.58 0.70 0.64 32 
          

Accuracy     0.47 96 
Macro 

avg 
0.63 0.49 0.45 96 

Weighted 
avg 

0.67 0.47 0.44 96 

 

On the other hand, Recall is more sensitive to the 
ability to discriminate the elements within a 
category, this metric is also calculated as the ratio 
of the true positives within a category but 
concerning the total number of elements that belong 
to the category, i.e. (equation 2): 

 

The third metric used, F1-score, is a function of 
the Precision and Recall metrics. This weighted 
value is calculated as follows (equation 3): 

 

These metrics can be calculated through the 
confusion matrix of the model, which we also use 
for the analysis of results (Fig. 6). The columns of 
the confusion matrix define the Precision value for 
each category, taking the diagonal element as the 
numerator, and the sum of the other elements as the 
denominator. The rows of the confusion matrix 
form the Recall values, again the diagonal element 
forms the numerators of each category, while the 
sum of the others forms the denominator in each 
case. 
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Figure 6: Confusion Matrix Of The Four Models For The Validation Data. (A) Perceptron Multi-Layer, (B) Resnet, (C) 
Densenet, And (D) Nasnet 

 

5. DISCUSSION 
 

Precision is the ratio of correctly categorized 
images belonging to a category to the total number 
of images categorized within this class. That is, this 
metric provides information on the number of 
images within a category that are correctly 
classified in the category. Concerning the first 
model (multi-layer perceptron), 100% of correct 
classification was obtained for category 1, however, 
category 2 only obtained 41%, and category 0 0%. 
This means that this model classified most of the 
images in category 1, including those corresponding 
to other categories. The performance of this model 
for this metric is very poor. The performance of the 
ResNet model is much better since in the three 
categories it achieves a Precision higher than 50% 
category 1 achieves 88% and category 2 96%, very 
good values. Category 0 achieves 59% accuracy, 
which allows us to qualify the performance of this 
model as acceptable. The third model, DenseNet, 
performed even better in this metric. All categories 
achieved a Precision above 70% (76% for category 
0, 91% for category 1, and 96% for category 2), 

which allows us to qualify the model's performance 
as very good. The last model, NASNet, while 
outperforming the multi-layer perceptron, is quite 
poor (31% for category 0, 100% for category 1, and 
58% for category 2). 

Recall is a metric that assesses the sensitivity of 
the model. This metric is calculated as the ratio 
between the images that belong to a category 
correctly classified concerning all the images that 
belong to the category. In other words, this metric 
indicates what proportion of images in the category 
have been correctly identified. This metric allows to 
better assess the performance of the models within 
each category. It confirms what was suspected from 
the multi-layer perceptron, that about half of the 
images included in category 1 do not belong to the 
category. The metric also confirms the high 
performance of the ResNet (92% for category 0, 
63% for category 1, and 83% for category 2) and 
DenseNet (88% for category 0, 86% for category 1, 
and 90% for category 2) models. In the case of the 
NASNet model, the Recall shows a low 
performance for category 1 (17%) showing that 
100% Accuracy included many erroneous images in 
this category. 
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F1-score is a weighted measure of Accuracy and 
Recall, so this metric considers both false positives 
and false negatives. Consequently, again the multi-
layer perceptron (0% in category 0) and NASNet 
(29% in category 1) models perform poorly on this 
metric, while the ResNet (average value of 78%) 
and DenseNet (average value of 88%) models 
perform highly. 

For the four models, the confusion matrix was 
calculated for the validation data (Fig. 6). The best 
behavior was observed in the ResNet and DenseNet 
models (Fig. 6(b) and 6(c)), cases for which the 
diagonal presents the lightest colors (true positives), 
and the squares above and below it the darkest 
colors. On the other hand, the multi-layer 
perceptron has very high false-negative values, and 
the NASNet model has high false negative and false 
positive values. 

According to the results, the best performance is 
achieved with the DenseNet model, followed 
closely by the ResNet model. Either of these two 
architectures is suitable for the development of the 
embedded system. According to the computational 
cost requirements, ResNet is selected as the first 
alternative. The other two models, the multi-layer 
perceptron and the NASNet network have very poor 
performance and are not recommended for use in 
the application. 

 
6. CONCLUSION 
 

This paper documents a performance study 
of four neural models trained to categorize papaya 
fruit conditions from images. Preliminary results of 
such a study prove that the development is not only 
feasible but can be developed as a low-cost 
industrial solution. Such a model is required for use 
in low-cost stand-alone systems for farmer growers. 
The architectures selected according to previous 
research work were: Perceptron Multi-layer, 
Residual Neural Network (ResNet), Dense 
Convolutional Network (DenseNet), and Neural 
Architecture Search Network (NASNet). These 
neural models were trained with a proprietary 
dataset of 318 images equally distributed in three 
categories: Decomposed Fruit (category 0), 
Immature Fruit (category 1), and Ripe Fruit 
(category 2). For each architecture, the smallest 
topology in terms of depth layers (in the case of 
convolutional networks) was selected without 
neglecting the learning capacity of each model. The 
images were randomly manipulated in all cases, 
using 70% of them for training and the remaining 
30% for validation. Categorical Crossentropy was 

used as loss function and Stochastic Gradient 
Descent as the optimization method. The number of 
epochs in each training was adjusted according to 
the behavior of the loss function and in each step 
for both training and validation data. In the end, an 
accuracy of 47% was obtained for the validation 
data in the multi-layer perceptron, 81% in the 
ResNet model, 88% in the DenseNet model, and 
63% in the NASNet model. The performance of the 
Precision, Recall, and F1-score metrics for each of 
the categories confirmed the average trends, as well 
as the confusion matrices for each model. The 
ResNet model was selected as a design alternative 
on an embedded platform due to its high 
performance and smaller comparative size. This 
architecture has demonstrated high performance 
with a small footprint suitable for mounting on a 
small embedded system. The research will continue 
to evaluate the actual performance of the ResNet 
and DenseNet topologies on a real embedded 
prototype (the two topologies will be evaluated on 
the different target hardware). 
 
7. LIMITATIONS AND FUTURE RESEARCH 
 

The final objective of the development is its 
implementation on a low-cost embedded system. 
The preliminary results of this study allow the 
selection of two possible categorization models, 
with prioritization over the ResNet technology, for 
possible use as a design strategy for an autonomous 
embedded fruit identification system. From this 
point on, the models can be adjusted and the system 
design can be advanced according to the following 
approaches. 

First, it is necessary to improve the training 
dataset to increase the capacity of the deep learning 
model. The dataset used in this study was limited in 
size to facilitate the evaluation among the four 
possible structures. Although it is balanced in terms 
of elements in each category, it is small, which 
considerably reduces its capacity and performance. 
The two pre-selected models must undergo a fine-
tuning process with a larger dataset, and re-
evaluate, based on the results, their generalization 
ability in each case. The performance of these new 
models should be re-evaluated with the metrics 
used, but the ROC Curve should also be included to 
determine the sensitivity of the model versus the 
classification specificity for each category in 
coherence with variations of the discrimination 
threshold. 

It is necessary to define the possible topologies of 
the embedded systems on which the implementation 
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of the categorization model will be performed and 
to develop the first performance tests of the real 
prototype. The performance of the categorization 
model may be affected by the system on which it is 
implemented. The characteristics of the image 
sensor system, the storage elements, and the 
processing system may affect the performance of 
the prototype. Handling of the equipment by non-
specialized personnel may also affect the behavior 
of the model. This study should continue to 
evaluate the actual operation in the field by the 
personnel involved in fruit culturing to identify 
shortcomings both in the implementation of the 
model and in its actual handling. 

Image processing support tools should be defined 
to enhance the performance of the model. In 
particular, it is necessary to implement a system of 
identification and isolation of the fruit in the image 
as a possible strategy to increase the performance of 
the model. If the fruit is identified in isolation, the 
categorization model may concentrate its ability to 
identify elements specific to the fruit, beyond its 
environment. This tool should be evaluated 
separately, and if it increases the performance of the 
model, it should be incorporated as a pre-processing 
stage of the system. 
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