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ABSTRACT 
 

Clustering still leaves problems in selecting optimal clusters in order to obtain a right and correct 
classification analysis. Right in the sense of the number of clusters, while correct in terms of the 
information generated by a group of cluster members that is optimally grouped. Determining the optimal 
number of clusters is a difficult problem in non-polynomials. A number of existing approaches generally 
still rely on the number of K tests tested. This study aims to produce a new approach that can determine and 
place data in clusters optimally in a combinatorial form. This can be done by considering that the problem 
of selecting cluster placement has a combinatorial optimization structure pattern. However, the resulting 
combinatorial optimization model is quadratic. Therefore, in order to make the combinatorial clustering 
problem easier to solve, linearization of the cluster data was carried out so that a combinatorial optimization 
approach was produced with the algorithm. Several illustrations have been put forward to demonstrate the 
validity of the method. The combinatorial optimization approach as proposed in this research produces 
novelty on cluster data analysis techniques. 

Keywords: Clustering, Information, Combinatorial Optimization, Linearization, Cluster Data 
 
1. INTRODUCTION  
 

Clustering and determining the number of 
clusters are included in an unlimited form of 
operation. Clusters can be formed from a little or a 
lot of data with few or many criteria so that it is 
necessary to reorganize the data before using it 
through the stages arranged in the Knowledge 
Discovery in Database (KDD). This is possible 
because generally the information that is expected 
to come from data with certain criteria or just 
desired  [1]. 

Determining and placing the optimal 
amount of data in clusters is a difficult problem in 
non-polynomials. This difficulty level is increasing 
with the problem of converting the clustering 
problem into a combinatorial problem, so we need a 

new approach that can determine the optimal 
number of N objects in the cluster in a 
combinatorial form. 

In many applications, the similarity that is 
processed by the evaluation technique is carried out 
on clusters that have been formed from a number of 
k tests so that they ignore previously formed cluster 
members. As a result, even though the optimal 
cluster has been selected, it is not certain that the 
data which is a cluster member is also optimal. In 
research in obtaining this new optimization 
approach, cluster evaluation techniques are needed 
to compare with the final results of the approaches 
obtained. 

Determination of clusters and data in 
clusters using a combinatorial optimization 
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approach has never been done. A number of 
existing studies use non-combinatorial evaluation 
techniques, such as research [2] which uses the 
Elbow method to determine the optimal cluster 
through the eK-NNclus algorithm clustering. 
Dynamic Cluster Algorithm is a solution in 
optimizing the radius to the center in a group of 
data matrices [3] and dynamic programs which are 
the optimal cluster formation solutions for 
sequential data [4]. In addition, studies [5],[6] solve 
cluster optimization problems using the Silhouette 
Index. 

A number of studies above showed that 
cluster optimization techniques in solving 
clustering problems emphasize the use of a number 
of k tests that are determined at the beginning and 
the closest distance in placing cluster members (N 
objects) in the cluster. Research [7], described that 
the combinatorial approach allows the placement of 
N objects in a number of clusters and optimization 
of the number of objects in a cluster through a 
combinatorial approach design and the number of 
clusters itself also depends on the application used. 
Research conducted by researchers at this time is to 
produce a new approach that can determine and 
place data or objects in the cluster optimally in the 
form of a combinatorial optimization model. 
Combinatorial solution is shown in the number of 
N objects that can be generated and occupy the 
cluster optimally, as well as forming a placement 
algorithm according to the approach obtained. It is 
hoped that the results of this study will be an 
alternative for cluster evaluation techniques in 
producing the best information from an optimal 
clustering process. 

 
2. LITERATURE REVIEW 

2.1 Clustering 
Clusters can be presented in various forms 

[1]. It really depends on the variety of data being 
grouped and the algorithm used [8]. Clusters are 
used in many areas of research such as data mining, 
statistical data analysis, machine learning, pattern 
recognition, image analysis and information 
retrieval. The clustering problem cannot be solved 
by one particular algorithm but requires a variety of 
algorithms that differ significantly in terms of what 
makes up clusters and how to find them efficiently. 
Generally, clusters include groups with small 
distances between cluster members, dense areas of 
data space, certain intervals or statistical 
distributions. Therefore, grouping can be 
formulated as multi-objective optimization 
problems. The appropriate clustering algorithm and 

parameter setting depend on the individual data set 
and the intended use of the results. Such cluster 
analysis is an iterative process of knowledge 
discovery or interactive multi-purpose optimization 
that involves trial and error. Often it is necessary to 
modify preprocessing data and model parameters 
until the results reach the desired objectives [9]. 

 
2.2 Cluster Evaluation Techniques and Data 
Placement 

The difficulty in determining the 
knowledge / information of clusters, encourages the 
creation of various algorithms, techniques or 
methods that can determine the optimal number of 
clusters. Various evaluation techniques have been 
developed with different results. A description of 
some of them is shown in the following table. 

 
Table 1: Cluster Evaluation Technique 

Cluster 
Evaluation 
Techniques 

Description Research 

Elbow 
Method 

- Known as the Elbow 
method 

- Number of clusters 
based on distortion, 
the average distance 
per dimension 
between each nearest 
cluster center. 

- The calculation is 
done using the Sum of 
Square Error (SSE) 
equation. 

- Tested on a number of 
k 

- If the percentage value 
of a cluster with the 
next cluster has the 
largest decrease, then 
the cluster is selected 
as the optimal cluster 

 [10] 

Information 
Theoritic 
Approach 

Determine the number of 
clusters based on 
distortion, which is a 
number that measures 
the average per-
dimensional distance 
between each 
observation result, the 
average distance and the 
center of the closest 
cluster 

[11], [12], 
[13], [14]. 

Dynamic 
Cluster 
Algorithm 

- This algorithm allows 
nodes to gradually 
build simple views 
and run a grouping 
algorithm to build a 

[15], [16], [3], 
[17] 
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grouping model 
- Fulfillment of the best 

cluster validity 
boundary conditions 
indicates that a cluster 
is optimal 

Silhouette 
Index 

- The way it works is to 
interpret and produce 
consistent validation 
within a data set 

- Clusters with an index 
close to 1 are the best 
or optimal 

[18] 

Davies 
Bouldin 
Index 
(DBI) 

- This is an internal 
evaluation scheme, 
where validation of 
how well the grouping 
has been done is made 
using the quantity and 
features attached to 
the data set 

- DBI is based on the 
ratio between the 
distance "within-
cluster" and "between-
cluster" 

- The optimal cluster is 
obtained from the 
smallest DBI value 
from a number of k 
tests 

[19] 

 
In many applications, the similarity that is 

processed by the evaluation technique is carried out 
on clusters that have been formed from a number of 
k tests so that they ignore previously formed cluster 
members. As a result, even though the optimal 
cluster has been selected, it is not certain that the 
data that is a cluster member is also optimal. In 
order to discover this new optimization approach, 
existing cluster evaluation techniques are needed to 
compare against the final results of the approaches 
obtained. 

 
2.3 Combinatorial Optimization Approach 
Combinatorial 

Optimization is used side by side with a 
method or algorithm [20]. This approach can be 
applied to various fields to solve various problems, 
including data mining. In the study [21], 
combinatorial optimization was applied to the 
selection of the smallest network size without 
reducing the capacity size required by Synchronous 
Optical Network (SONET) subscribers. The results 

were obtained through the analysis of Capacitated 
Vehicle Routing Problem (CVRP).  

Combinatorial optimization is also useful 
for project selection using Genetic Algorithms to 
simplify the project selection process [22] and 
reduce the number of variables and the cost of 
survey sample space [23]. In addition, 
combinatorial optimization can optimize the 
grouping of census data based on 6 demographic 
attributes [24] and find new algorithms in the 
Quadratic Assignment Problem [25]. Meanwhile, 
the current research uses combinatorial 
optimization on linearized non-linear problems so 
that a new approach is needed to produce optimal 
grouping. 

 
3.  RESEARCH METHODOLOGY 
 

To obtain the formulation of a 
combinatorial optimization approach, a systematic 
research stage was compiled as shown in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1: Research Stages 

 

The research begins with enrichment of 
knowledge about cluster evaluation techniques in 
determining the optimal cluster. The limitations of 
each existing technique are formulated in the form 
of a problem. The formulation in question is to 
change the problem to a combinatorial form, such 

Testing 

Formulation of the 
problem 

Analysis of problem 
constraint criteria 

Design of Combinatorial 
Optimization Approach for Cluster 

Data Placement Optimally 

Propose method of settlement 

Literature study 
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as formulating objects, clusters, distances and 
determining constraint functions that are calculated 
to obtain similarity through distance calculations. 
Furthermore, the design of an approach model is 
carried out for optimizing the number of clusters 
and placing the data in the cluster. 

After the model is formed, testing is 
carried out using object simulations with the 
specified number of objects and clusters. In this 
study, simulations were carried out for the same 
number of objects and clusters, as well as for the 
number of objects and different clusters. 

 
The last stage as shown in Figure 1, the 

model is tested on a number of data with each 
constraint. The data are arranged in the form of an 
NxM matrix and for the constraints X = 1 and X≥1. 
After the matrix is arranged correctly, the model is 
tested and executed using the Linear Interactive and 
Discreate Optimizer (LINDO) application. The 
resulting output is in the form of integer decisions 0 
and 1, where 0 means that the data is not selected as 
optimal to be placed in the cluster, while 1 means 
that the data is selected to be placed in the cluster 
and the placement is the most optimal. 

 
4.  RESULT AND DISCUSSION 
 
4.1 Problem Formulation 

Problem in determining the optimal 
number of clusters is the direct emergence of the 
number of clusters. In this condition, the problem 
criterion which is a constraint function is calculated 
to obtain similarity. Similarities are obtained from 
calculating the distance between objects. The 
distance in question is from minimizing the groups 
in a number of objects or data and minimizing the 
maximum distance in the group. Data grouping is 
simulated in Figure 2. 

 
 
 
 
 
 
 

 
 
 

Figure 2: Cluster Illustration 
 

In Figure 2 each object has N constraints. 
The position of the object becomes the point of 
calculating the distance between objects. Every 
object with the same similarity or approaching will 

automatically be approached to form a group. 
Formulation of the problem can be given as follows: 

 A set of N object, where O={O1, O2,...On} 

 A set of M of pre-assigned cluster, where S={S1, 
S2,..., SM} 

The distance function d, is calculated to 
determine the distance of each object based on its 
similarity, where:  

 dij>=0, which means that the object is one 
distance from another object; 

 dij=0, which means the objects have the same 
distance; 

 dij=dji, which means the distance O1 to O2 is the 
same as the distance O2 to O1, for i,j = {1,...,N}. 

Thus, to obtain the decision variable, it is 
shown from the number of NxM with the decision 
Xij  ϵ {0,1} so that in the form of a notation it is 
written: 

 

  
4.2 Combinatorial Optimization Model 

Based on the explanation above, the 
optimal number of clusters in a combinatorial 
problem is determined by the cluster distance being 
linearized. Data clustering (DC) can be formulated 
as non-linear 0-1 problems as follows: 
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1

,...,1,1  (3) 

Where:   MkNiXik ,...,1,,...,1,1,0    

That is, cluster data is the scope of non-
linear problems, where formula (1) can Minimizing 
the distance between objects in the same cluster, 
formula (2) can guarantee that each object only 
occupies a cluster, formula (3) can guarantee that 
each cluster within the highest test boundary has at 
least one object.  

Improvements to non-linear formulations 
require a linearization process, in which the 
linearization function is able to guarantee that 
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objects with high similarities or having the lowest 
distance will be in the same cluster, where 

Nji ,...,1,  , then yij= 1 for Oi, Oj ϵ O in the same 

cluster. The full explanation of cluster data 
linearization (LDC) is as follows. 

 









N

ij
ijij

N

i

ydLDC
1

1

1

,min)(  (4) 

Where can minimize the distance between objects 
in the same cluster. For the formulation of 
constraints as shown in equations (5) and (6), the 
guarantees provided are the same as equations (2) 
and (3), namely: 

s, t 





M

k
ik NiX

1

,...,1,1  (5) 





M

i
ik MkX

1

,...,1,1  (6) 

  MkNiX ik ,...,1,,...,1,1,0   (7) 

kNijNiYXY jkikij ,,...,1,,...,1,1   (8) 

NijNiYij ,...,1.,...,1,0   (9) 

Equation (7) is a decision on the position 
of the cluster and data on the cluster through 
variable Xij. The variable X, which has a value of 1, 
indicates the optimal cluster, while the one with 0 is 
the opposite. Equations (8) and (9) ensures that the 
Yij=1 if Xik=Xjk=1, where Oi, Oj ϵ O, contained in 
the same cluster. This happens because LDC has  

 movable variables and has  

constraints compared to DC, but it makes 
linearization easier. 

 
4.3 Implementation and Testing 

Based on the model design that has been 
obtained, the model is tested on the same number of 
objects and clusters (N = M) and different (N> M).  
 
4.3.1 Number of Objects = Number of Clusters 

(N = M) 
In the design to produce the desired 

combinatorial optimization equation, suppose there 
are 10 nodes symbolized by N and 10 clusters 
symbolized by M. The coefficients of all Y 

represent the distance from the object. By using 
equation (4) which is linearized from equation (1), 
the minimum function is arranged in LINDO as 
follows: 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure 3: Minimum Function for N=10 M=10 
 
Constraint function is described by the number of x 
formed from equations (2) and (3) as follows: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 4: Constraint for N=10 M=10 
 
Based on Figure 4, the description of this 

minimum function becomes the goal to be 
achieved. The obstacle in the optimization problem 
is the direct emergence of the number of clusters. 
The constraint is represented by a number of X. 



Journal of Theoretical and Applied Information Technology 
15th June 2021. Vol.99. No 11 
© 2021 Little Lion Scientific  

 
ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2705 

 

Then the X and Y values are written as Figure 5, 6 
and 7.. 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Y Values for N=10 M=10  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: X Values for N=10 M=10 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure 7: X Values for N=10 M=10 Continued 
 
Where: 

{0,1} ,ikX i N k M      

0, ,ijY i N j M      

 
The minimum functions and constraints are tested 
using the LINDO application Execution result by 
LINDO showed the value of X, as shown in Table 
2. 

 
Table 2: Optimal Results for Variable X N=10 M=10 

Variable Value 
X11 0,000000 
X12 0,000000 
X13 1,000000 
X14 0,000000 
X15 0,000000 
X16 0,000000 
X17 0,000000 
X18 0,000000 

X110 0,000000 
X21 0,000000 
X22 0,000000 
X23 0,000000 
X24 1,000000 
X25 0,000000 
X26 0,000000 
X27 0,000000 
X28 0,000000 
X29 0,000000 
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X210 0,000000 
X31 0,000000 
X32 0,000000 
X33 0,000000 
X34 0,000000 
X35 1,000000 
X36 0,000000 
X37 0,000000 
X38 0,000000 
X39 0,000000 

X310 0,000000 
X41 0,000000 
X42 0,000000 
X43 0,000000 
X44 0,000000 
X45 0,000000 
X46 1,000000 
X47 0,000000 
X48 0,000000 
X49 0,000000 

X410 0,000000 
X51 0,000000 
X52 0,000000 
X53 0,000000 
X54 0,000000 
X55 0,000000 
X56 0,000000 
X57 1,000000 
X58 0,000000 
X59 0,000000 

X510 0,000000 
X61 0,000000 
X62 0,000000 
X63 0,000000 
X64 0,000000 
X65 0,000000 
X66 0,000000 
X67 0,000000 
X68 1,000000 

X610 0,000000 
X71 0,000000 
X72 0,000000 
X73 0,000000 
X74 0,000000 
X75 0,000000 
X76 0,000000 
X77 0,000000 
X78 0,000000 
X79 1,000000 

X710 0,000000 
X81 0,000000 
X82 1,000000 
X83 0,000000 
X84 0,000000 
X85 0,000000 
X86 0,000000 
X87 0,000000 
X88 0,000000 
X89 0,000000 

X810 0,000000 
X91 0,000000 
X92 0,000000 
X93 0,000000 
X94 0,000000 
X95 0,000000 
X96 0,000000 
X97 0,000000 
X98 0,000000 
X99 0,000000 

X910 1,000000 
X101 1,000000 
X102 0,000000 
X103 0,000000 
X104 0,000000 
X105 0,000000 
X106 0,000000 
X107 0,000000 
X108 0,000000 
X109 0,000000 
X1010 0,000000 
X19 1,000000 
X69 1,000000 
X21 1,000000 

 
 

4.3.2 Number of Objects> Number of Clusters 
(N> M) 

The next test is simulated on the number 
of objects and clusters that are not the same, which 
are N = 7 and M = 5, N = 10 and M = 6.  
 
For N = 7 and M = 5. minimum function is as 
follows: 
 
 
 
 
 
 

Figure 8: Minimum Function for N=7 M=5 
 
The constraint for N=7 and M=5 is described by the 
number of x formed as follows: 
 
 
 
 
 
 
 
 

 
Figure 9: Constraint for N=7 M=5 
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 Next is the writing of the X and Y values. 
In the application of the model to N = M, equations 
(2) and (3) support to achieve the desired results. 
However, in implementation, the number of N is 
not always the same as M. Some objects can be 
members of a cluster or N>M. For this reason, the 
model execution in LINDO can be presented using 
int function. The X and Y values are shown in 
Figure 10. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 10: X and Y Values for N=7 M=5 
 

Execution result by LINDO showed the value of X, 
presented in Table 3. 
 

Table 3: Results of Optimal Variable X N=7 M=5 
Variable Value 

X11 0,000000 
X12 0,000000 
X13 1,000000 
X14 0,000000 
X15 0,000000 
X21 0,000000 
X22 0,000000 
X23 0,000000 
X24 1,000000 
X25 0,000000 
X31 0,000000 
X32 0,000000 
X33 0,000000 
X34 0,000000 
X35 1,000000 
X41 1,000000 
X42 0,000000 
X43 0,000000 
X44 0,000000 
X45 0,000000 
X51 0,000000 
X52 1,000000 
X53 0,000000 
X54 0,000000 
X55 0,000000 
X61 0,000000 
X62 0,000000 
X63 1,000000 
X64 0,000000 
X65 0,000000 
X71 0,000000 
X72 0,000000 
X73 1,000000 
X74 0,000000 
X75 0,000000 

 
For N = 10 and M = 6. The resulting minimum 
function and constraint of this example are shown 
in Figure 11 and 12: 
 

 

 

 

 

Figure 11: Minimum Function for N=10 M=6 
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Figure 12: Constraint for N=10 M=6 

The X and Y values, it is written in Figure 13 as 
follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13: X and Y Values for N=10 M=6 

The LINDO's execution result of the 
minimum function and constraints from the 
example above are shown in Table 4. 

Table 4: Optimal Results for Variable X N=10 M=6 
Variable Value 

X11 0,000000 
X12 0,000000 
X13 1,000000 
X14 0,000000 
X15 0,000000 
X16 0,000000 
X21 0,000000 
X22 0,000000 
X23 0,000000 
X24 1,000000 
X25 0,000000 
X26 0,000000 
X31 0,000000 
X32 0,000000 
X33 0,000000 
X34 0,000000 
X35 1,000000 
X36 0,000000 
X41 0,000000 
X42 0,000000 
X43 0,000000 
X44 0,000000 
X45 0,000000 
X46 1,000000 
X51 0,000000 
X52 0,000000 
X53 0,000000 
X54 1,000000 
X55 0,000000 
X56 0,000000 
X61 1,000000 
X62 0,000000 
X63 0,000000 
X64 0,000000 
X65 0,000000 
X66 0,000000 
X71 0,000000 
X72 1,000000 
X73 0,000000 
X74 0,000000 
X75 0,000000 
X76 0,000000 
X81 0,000000 
X82 1,000000 
X83 0,000000 
X84 0,000000 
X85 0,000000 
X86 0,000000 
X91 0,000000 
X92 1,000000 
X93 0,000000 
X94 0,000000 
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X95 0,000000 
X96 0,000000 

X101 0,000000 
X102 1,000000 
X103 0,000000 
X104 0,000000 
X105 0,000000 
X106 0,000000 

 
 

4.4 Results Reading and Discussion 
In accordance with the objectives of this 

study, objects are placed in clusters using a 
combinatorial approach based on mi function. the 
minimum specified. This new model forms a 
formula that shows if X = 1 then an object has 
precisely occupied a cluster optimally.  

Based on Tables 2, 3, and 4, each variable 
X has a value of 1, then the first number after the 
variable is the i object that is placed in the j cluster. 
For example, X13 in Table 2, means that the 1st 
object occupies the 3rd cluster. X24 in Table 2 
means the 2nd object occupies the 4th cluster, and 
so on. 

For the X63 variable in Table 3, it means 
that the 6th object occupies the 3rd cluster. The 
variable X73 in Table 3 means that the 7th object 
occupies the 3rd cluster. Likewise, the variables 
contained in Table 4. The variable X54 in Table 4 
means that the 5th object occupies the 4th cluster. 
The variables X72, X82, X92 and X102 in Table 4 
are objects with the same cluster location, cluster 2. 
This shows that there are 4 objects in 1 cluster. The 
full test results on N = M and N> M are shown in 
Tables 5, 6 and 7. 

 
Table 5: Cluster Optimization N=10 M=10 

N Object Cluster 
1 3 
2 4 
3 5 
4 6 
5 7 
6 8 
7 9 
8 2 
9 10 
10 1 
1 9 
6 9 
2 1 

 
 
 
 
 

Table 6: Cluster Optimization N=7 M=5 
N Object Cluster 

1 3 
2 4 
3 5 
4 1 
5 2 
6 3 
7 3 

 
 

Table 7: Cluster Optimization N=10 M=6 
N Object Cluster 

1 3 
2 4 
3 5 
4 6 
5 4 
6 1 
7 2 
8 2 
9 2 
10 2 

 
The resulting of combinatorial 

optimization model shows test results that meet the 
desired requirements. This new model guarantees 
that no cluster is empty or has no members. Each 
cluster has at least 1 data or object as a member of 
the cluster. This condition can occur because of a 

function 



M

i
ik MkX

1

,...,1,1 . In addition, the 

combinatorial optimization model can also place 
multiple objects in the same cluster for both N = M 
and N> M.  

Based on the explanation of the new 
approach produced, several differences can be seen 
from the existing cluster evaluation techniques, 
namely: 

a. The combinatorial optimization approach uses 
the desired highest k test boundary so that 
direct data placement in clusters can be carried 
out. 

b. Problem constraints are converted into 
combinatorial form. 

c. The decision on the optimal cluster is obtained 
from X = 1, while X = 0 is not the optimal 
cluster. 

 
In simple terms, the combinatorial 

optimization approach has formed an 
understandable algorithm, as can be seen in Table 
8. 
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Table 8: Data Placement Algorithms in Clusters 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The algorithm formed is expected to guide 

data placement in clusters using the combinatorial 
optimization model. Based on the tests that have 
been carried out, the combinatorial optimization 
model is very likely to be an alternative in 
determining and placing data in clusters optimally. 

 
 

5. CONCLUSION 

Cluster optimization based on the 
combinatorial optimization approach has succeeded 
in providing an alternative in cluster evaluation 
techniques, especially in placing data or objects in 
clusters. The form of fast decisions through 
variables X and Y with values 0 and 1 can 
determine and place the data in the cluster optimally 
without having to test of k tests. 

The resulting model shows the success of 
the test at N = M and N> M, where the number of 
objects is equal to the number of clusters and the 
number of objects is greater than the number of 
clusters. The linearization function is very helpful 
in placing objects or data in the cluster because it 
guarantees that each object or data has a similar 
closeness, is in the same cluster and each cluster has 
at least one object or data. In addition, the resulting 
model forms a solution path in the form of an 
algorithm that can be executed logically and easily.  

In the application of clusters by users, 
empty clusters are avoided, because logically, 
grouping is made to show identity based on the data 
or objects in it. The user knows the identity of a 
cluster from the features or criteria attached to the 
objects that fill the cluster. This means that each 
cluster must provide useful information or 
knowledge. Therefore, this combinatorial approach 

is very helpful for users in overcoming these 
problems. 
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