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ABSTRACT 
 
Cryptographic hash functions play an important role in information security. They are used in several 
cryptographic applications to verify the integrity and authenticity of data. The hash functions are also the 
basis of blockchain technology. Many hash function constructions are inspired by boolean functions. The 
proposed hash function algorithm in this paper is based on Elementary Cellular Automata (ECA) and 2- 
dimensional Cellular Automata (2DCA), which are another type of boolean functions that have excellent 
cryptographic properties. This algorithm has a sponge construction as such as SHA-3. The strict avalanche 
criterion (SAC) and NIST statistical tests suite (STS) were used to measure the security of this algorithm. 
The obtained results demonstrate that the proposed algorithm exhibit high sensitivity to input changes. 
 
Keywords: Cryptographic hash function, Blockchain, Sponge construction, Cellular Automata, 

Elementary Cellular Automata, Boolean function, NIST statistical tests suite, Avalanche Effect. 
 
 
1. INTRODUCTION  
 

Cryptographic hash functions play an 
important role in modern cryptography since they 
are used for several applications such as integrity 
verification, message authentication, digital 
signatures, password storage and key derivation, 
and so on.  

 
The fundamental idea of hash functions is 

that a hash-value (digest or digital fingerprint) of a 
short and fixed-length serves as a compact 
representative image (fingerprint) of any given 
message, the input message can be any type of data 
including character strings, binary files and TCP 
packets, images, etc. The hash function algorithms 
can be classified into keyed-hash functions and 
unkeyed-hash functions, the keyed-hash function 
need a secret key of fixed-size and a variable-length 
message to compute the message digest, these 
special digests are called Message Authentication 
Codes (MAC). However, the unkeyed hash 
function accepts a variable-length message as a 
single input and produce a fixed hash digest. In 
general, the term hash functions refer to unkeyed 
hash functions and the keyed hash functions are 
referred to as MAC. 

 

Many hash structures have been proposed, 
but Merkle-Damgard construction and Sponge 
construction are the main used design in all NIST 
standardized hash functions. Both constructions 
based on a central component called a compression 
function, which consists of a series of mathematical 
operations (modular addition, bitwise operations, 
and boolean functions), Some compression 
functions utilize a block cipher  as compression 
functions [1],[2], while other designs exploit the 
robust one-way characteristic of some mathematical 
problems, such as factorization problem [3], 
discrete logarithm problem [4], Another recent 
class of hash functions design is based on chaotic 
maps which possess high parameter sensitivity, 
random-like behavior and one-way computations 
[5],[6],[7],[8],[9],[10],[11],[12], these functions use 
a range of simple chaotic maps, high-dimensional 
chaotic maps, and spatio-temporal chaotic systems. 
 

The first well-known hash function was 
the nominal MD2 (Message Digest 2), which was 
designed by Ron Rivest in 1989 [13]. It is the basis 
of all other hash functions of the MD family (MD4 
[14], MD5 [15]), which are derived from Merkle- 
Damgard construction (Figure 1) [16], [17].  

 
Afterwards, several hash functions with 

more security properties and with Merkle-Damgard 
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construction have been proposed such as SHA-1, 
MD5 and SHA-2. These later revealed weaknesses, 
which led them to cryptanalysis [18], [19], [20].  

 

 
Figure 1: Merkle-Damgard (MD) construction. 

 
In 2007, The National Institute of 

Standards and Technology (NIST) announced the 
competition of SHA-3. This competition ended in 
2012, The Keccak design proposed by Bertoni et al 
was selected as a novel standard of SHA-3 [21], 
This algorithm was considered extremely secure 
due to its resistance against different cryptanalysis 
attacks. The Keccak design will be more detailed in 
section 4. In 2008, S. Nakamoto revealed the 
concept of blockchain [22]. Actually, this 
technology has many revolutionary applications 
[23]. The hash functions are very important to 
ensure the availability and security of the 
blockchain. 

 
Any hash function H should have the 

following crucial properties: 
 
 Pre-image resistance. Hash functions 

should be one-way functions, which means 
it’s infeasible to find a pre-image of a 
digest (reverse a message digest y to 
recover the original message m where 
H(m) = y ). 

 
 Second-pre-image resistance. This 

property means that, for a given message 
m and its digest y, then it is 
computationally impossible to find a 
second message m′ (m = m′) with the 
same message digest, i.e., H(m) = H(m′).  

 
 Collision resistance. It means that it is 

computationally impossible to find m and 
m′  with  m= m′ where H (m) = H (m′). A 
one-way function is both pre-image and 
second pre-image resistant. the collision 
resistance implies the second-pre-image 
resistance 

 

The remainder of the paper is organized as 
follows: Section 2 gives a brief presentation of 
Cellular automata. Section 3 discusses the use of 
CA as a model for hash functions. In section 4 the 
Keccak hash functions structure is presented, 
Section 5 explains the detailed design of the 
proposed hash function algorithm. While section 6 
discusses the security of our algorithm. Finally, the 
conclusion is presented in section 7. 

 
2. CELLULAR AUTOMATA 

Cellular automata (CA) were primarily 
proposed by Ulam and Von Neumann in 1940 to 
come up with a formal framework for studying the 
behaviour of complex systems [24]. They become 
more exploited in several fields due to their parallel 
structure, their simplicity and the wide potential 
that they offer for designing complex systems [25]. 
 

A cellular automaton is a discrete 
dynamical system where space, time, and the state 
are discrete. It can be represented by a finite or 
infinite grid of cells. Each cell in time t have a state, 
at time t +1 the new state of a cell depends only on 
its old state, the states of its nearby neighbours at 
time t and according to a local rule. All cells on the 
grid are updated synchronously. 
 

Mathematically, a cellular automaton A 
can be represented as a quadruple A = (S, N, d, f) 
where S is a finite set of possible states, N is the 
cellular neighbourhood, d ϵ Z⁺ is the dimension of 
A, f is the local cellular interaction rule (or 
transition function). 
 

Elementary Cellular Automata (ECA) are 
the simplest one-dimensional CA with only two 
states {0;1}, two neighbours (left, right): 
     d = 1, S = {0;1}; N = (-1;0;1) and f: S³→ S. 
 

In ECA, the local cellular interaction rule 
depends only on the nearest neighbor’s states. As a 
result, the evolution of an ECA can be described by 
the next generation, based on the state of the cell on 
the left side, the own state of the current cell and 
the state of the cell to its right. Hence, there are 8 

( 32 ) possible binary states for the 3 cells 
neighboring to a given cell, Hence, there are 256 

( 82 ) possible ECA. Figure 2 shows the next 
generation of a central cell according to the ECA 
rule 30. 
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Figure 2. Next State Configuration for ECA Rules 30 
 

In [25], [26] Wolfram has defined minimal 
Boolean formulas for ECA rules, which use the 
minimum possible number of logical operators 

 and , ,  denoted NOT, AND, OR and 

XOR respectively. For example, the boolean 
formula for the rule-30 is r)(qp   where p, q 

and r are the left neighbors, the right neighbor and 
the current cell sequentially. 
 

The two-dimensional CA (2CA) have also 
the same properties as ECA, Von Neumann 
neighbourhoods (a) and Moore neighborhoods (b) 
(Figure 3) are the well-known neighborhoods of 
2CA. 

 

 

Figure 3: Example of CA Neighborhoods. 

 
3. CA AND HASH FUNCTIONS: RELATED 
    WORKS 
 

Cellular automata have several properties 
that favour their ability to produce quite complex 
systems [27], [28] and [29]. Hence, these 
characteristics can be used as a basis for 
cryptographic algorithms design, such as cipher 
algorithms, PRNGs and hash functions [30], [31], 
and [32]. 
 

The idea of using CA for the hash design 
was first time proposed by Damgard in [33], where 
he exploited wolfram’s CA-based PRNG design 
[34] to create a new compression function. 

However, these schemes were broken by Daemen 
[35], and he successively promoted two CA-based 
hash functions CellHash and SubHash [36], [37]. 
The two schemas were broken later by Chang [39]. 
In [38] J.C Jeon presented a scheme for hash 
function algorithm based on linear and nonlinear 
CA rules. Kuila et al. presented a hash function 
based on CA and inspired by the sponge 
construction [39]. This algorithm has the same 
security properties as well-known hash functions 
like SHA-3 [40] and SPONGENT [41]. Recently K. 
Rajeshwaran et al. proposed a CA-based Hashing 
algorithm (CABHA) by using CA rules 30 and 134 
[42]. In [43] authors presented a scheme for a 
lightweight hash function inspired by sponge 
construction and based on linear and non-linear 
Cellular Automata. 

 
4. KECCAK HASH FUNCTIONS 

 
4.1 Sponge Construction 
 

The Keccak algorithm is a hash function family 
based on sponge construction [44], [45]. The 
sponge function has its own state, which is a binary 
array of b-bits. Figure 4 exhibits the whole data 
structure used in Keccak sponge construction. 

 

 
 

Figure 4: State data structures used in Keccak. 

 
The state bits are divided into two parts: the 

outer part consisting of the first r bits and the inner 
part of c bits, where c is called the capacity and r is 
the bit rate, and with the condition b = r+c. The 
sponge construction, as shown in Figure 5, has two 
main phases absorbing and squeezing: 
 

 Absorbing phase: In this phase, the 
message is divided into r-bits blocks, then 
a bitwise XOR is applied between the first 
block and the outer part of the initial 0-
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state, the whole resulting state is processed 
by a permutation function f. This process 
continues interlarding the bitwise-XOR 
operations with the implementation of the 
permutation function f for a fixed number 
of rounds. When all the input blocks are 
consumed, the sponge construction moves 
to the squeezing phase. 
 

 Squeezing phase: This phase aims to 
generate a message digest of the desired 
length. Therefore, every generated r-bit 
block from the absorption phase is 
extracted and it undergoes a squeezed 
transformation to forms the final hash 
digest. If the length of the squeezed out 
bits is more than the required hash digest 
length, it must be truncated to match the 
needed length. 

 

 
 

Figure 5: The sponge construction. 
 
4.2 Keccak permutation functions 
 

The permutation function is the main operation 
used in Keccak algorithm. It is represented by 
Keccak-f[b], where b ϵ {25, 50 100, 200, 400, 800, 
1600} is the width of the permutation. These 
permutations are successive constructions including 
a series of a similar number of rounds nr, as 
demonstrated in Algorithm 1. The number of the 
round depends on the permutation width b and is 
defined as nr = 12 + 2l, where 2l = b/25. 
 

 

 
Each round in Algorithm 1 consists of 

five steps denoted Theta(θ), Rho(ρ), Pi(π), Chi(χ) 
and Iota(ι) as indicated in the equations 1 to 6. 
Each operating on the state is organized as an array 
of 5×5x64 (64 is the bit-size of each lane in the case 
of b=1600bits). 
 

 
 
In the equation. (1), A represents the state 

array of 1600-bits and A[x, y] is a specific 64-bit 
lane in that state. B[x, y], C[x] and D[x] are 
transitional parameters. XOR AND and NOT 
represents bitwise logical operations. r and RC are 
specific constants. A more detailed description can 
be found in [44], [45] and [46]. 

 
5. PROPOSED HASH FUNCTION 

ALGORITHM 
 
The proposed Hash function algorithm is 

inspired by Keccak design; it consists of two 
phases, Absorbing and Squeezing. In the absorbing 
phase, the input message of any size n is converted 
into a state of 1600-bits, while in the squeezing 
phase the resulting state transformed into a message 
digest of fixed size (192-bits or 256-bits). The two 
phases exploit a CA-based permutation function 
denoted CA_f. Table 1 shows the required 
parameters of this algorithm. 
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Table 1: Parameters of proposed CA-based hash 
Algorithm. 

Sponge 
State 
(b) 

Rate 
(r) 

Capacity 
(c) 

Hash 
length 

Number 
of 
Rounds 

1600- 
bits 

832-
bits 

768-bits 192-
bits 

4 

1600- 
bits 

576-
bits 

1024- 
bits 

256-
bits 

4 

 
5.1 Permutation function CA_f 
 

This function consists of successive 
rounds (nr = 4). Each round calls the function 
Round_CA, which uses as entry a sponge state of 
size 1600-bits, the state is converted to a 3D array 
of dimension 5x5x64-bit words. The main process 
of the function Round_CA starts by browsing the 
whole array. Next, in each iteration, a special 
mechanism (in a specific iteration, two neighbours 

from eight is selected, which gives 2
8A  = 56 

possibilities) based on the Moore Neighbours 
(Figure  3 (b)) was defined to determine the left and 
the right neighbors for each lane. After that, a series 
of boolean functions (the boolean formula of ECA, 
- as shown in Table 2- 30, 146, 22, 105, 105, 146, 
22, 146, 105, 126, 22, 146 respectively) was 
applied between the value of the current lane - 
denoted center- and their temporary neighbor’s 
lanes (left; right).  

 
The last operation on each iteration is the 

application of ECA rule 30; Algorithm 2 presents 
the structure of the Round_CA function. 
 

 
 

 
Table 2 describes the boolean formulas of 

the ECA rules used in our algorithm. The symbols  

 and , ,  represent NOT, AND, OR and 

XOR boolean operators respectively. 
 

Table 2: The Boolean Formula of ECA rules 
 

ECA 
rule 

The Boolean formula of the ECA rule 

30 right)(centerleft 
 

146 rightcenterright)(centerleft 
22 rightcenterrightcenterleftleft 

 
105 rightcenterleft 

 
126 rightleftcenterleft   

 
6. SECURITY ANALYSIS 

 
6.1 The Avalanche effect and Strict Avalanche 

Criterion 
 

While defining a new cryptographic algorithm 
it is necessary to measure whether the system 
reaches a certain optimum level of security or not, 
the avalanche effect and the strict avalanche 
criterion are good cryptographic properties widely 
used to prove the security of any cryptographic 
algorithm [47], [48]. These criteria are interesting 
because, statistical-based cryptanalysis such as 
linear and differential cryptanalysis are related to 
them [49], [50], [51].  

 
The avalanche effect measures the percentage 

of changed bits in the output message (digest in the 
case of a hash function) when changing one bit in 
the input message. If this percentage is equal to 0%, 
this means that the hash output does not change. 
When the input varies by a single bit. However, if 
it’s 100%, it means that the bit is bound to reverse 
on change of input by a single bit. 
 

The strict avalanche criterion (SAC) is a 
generalization of the avalanche effect [52], [53]. A 
cryptographic algorithm is said to satisfy the SAC, 
when a single bit change between two input 

messages m and 0m  produces a percentage of 

changed bits around 50% in the output messages d 

and 0d . The SAC test aims to measure if any 

flipped bit of the input message bit affects the 
digest bits as if it is a random mapping. If the SAC 
is not satisfied then the probability of a successful 
attack on the hash algorithm increases considerably. 

To perform these tests, 1000 messages of size 
64-bits and 8192-bits respectively were generated, 
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for each series of messages, if we considered a 

generated message 0m of size n-bits, so a copy of 

0m  is kept unchanged,  n-1 one-bit flipped 

messages 1m , 2m ,..., nm  are deducted from 

0m , next we calculate the hash-digests of 0h , 1h , 

2h ,..., nh  of messages 0m , 1m , 2m ,..., nm  

respectively, the last step is the determination of 

avalanche effect value between 0h  and their 

correspondent hash-digests 1h , 2h ,..., nh .  These 

steps were performed to the 1000-messages of size 
64-bits and 8192-bits. The Figure 6 and 7 illustrate 
the results of the SAC tests. 

 
 

 
 

Figure 6: Average avalanche effect % versus one-bit-
flipped alterations to an input message of 64-bits. 

 
 

 
 

Figure 7: Average avalanche effect % versus one-bit-
flipped alterations to an input message of 64-bits. 

 
The obtained results in Figure 6 and 7 

demonstrate that for both series of the message of 

size 64-bits and 8192-bits the avalanche effect 
values due to only one-bit flip are concentrated 
around 50%, which means the proposed hash 
function algorithm provides a good avalanche 
effect criterion, which is one of the most important 
features of secure cryptographic hash functions. 

 
6.2 NIST Statistical Test 

 
The statistical randomness tests are very useful 

to study the security of cryptographic algorithms. 
One of the well-known tools used for this purpose 
is the NIST statistical test suite (STS), the STS was 
developed by NIST and was used to select the AES 
and SHA-3 algorithms. It consists of 15 main 
statistical tests; a more detailed description of these 
tests can be found in [54]. Each test generates a “p-
value” to verify the randomness of tested bit 
sequences.  

 
A significance level denoted α (α = 0.001) is 

used to validate the randomness of the generated 
bit-sequence, if the obtained p-value greater than α, 
the bit-sequence is considered as random with a 
trust-coefficient of 99.9%. Otherwise, if the p-value 
< α, the sequence is considered non-random. 

 
The main goal of this test is to ensure that the 

proposed algorithm has a property that the 
redundancies at the input don’t leak any 
information in the output. To reach this purpose we 
construct three data sets of different structures as 
defined below. 

 
 Low-density bit-sequence (LD seq): The 

low-density bit-sequence is a binary 
sequence of random length (between 64-
bits and 1024-bits), it is formed by one bit 
equal ’1’ and the rest equal ’0’. 
 

 High-density bit-sequence (HD seq): This 
binary sequence has the same 
characteristic as the low-density sequence, 
except for the distribution of ’1’ and ’0’, 
which is the opposite of the low-density 
sequence. 
 

 Random bit-sequence (Rand seq): The 
random bit-sequence is a binary sequence 
generated randomly; it contains a random 
distribution between ’0’ and ’1’. 

 
For the three types of data, 400000 bit-

sequences was prepared, which makes up a total of 
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1200000 bits tested in this experiment. Table 3 
shows the obtained results by the NIST STS tool.  
We remark that the generated p-value by the 15 
tests are greater than the supposed value of α = 
0.001, which means that our algorithm succeeds the 
NIST statistical randomness tests. 
 
 

Table3: NIST Test Results of our hash function 
algorithm. 

 
Test Name P-Value Inter-

pretation LD 
seq 

Rand 
seq 

HD 
seq 

Frequency Test 0.23 0.99 0.65 Pass 
 

Frequency Test 
within a Block 

0.64 0.18 0.69 Pass 
 

Run Test 0.18 0.51 0.98 Pass 
 

Longest Run of 
Ones in a Block 

0.69 0.05 0.97 Pass 
 

Binary Matrix 
Rank Test 

0.71 0.86 0.94 Pass 
 

Discrete 
Fourier 
Transform 
Test 

0.55 0.89 0.21 Pass 
 

Non- 
Overlapping 
Template 
Matching Test 

0.93 0.67 0.74 Pass 
 

Overlapping 
Template 
Matching Test 

0.89 0.08 0.85 Pass 
 

Maurer’s 
Universal 
Statistical 
test 

0.83 0.89 0.76 Pass 
 

Linear 
Complexity 
Test 

0.07 0.18 0.65 Pass 
 

Serial test 0.32 0.29 0.36 Pass 
 

Approximate 
Entropy Test 

0.35 0.89 0.28 Pass 
 

Cumulative Sums 
Test 

0.41 0.77 0.15 Pass 
 

Random 
Excursions Test 

0.43 0.77 0.38 Pass 
 

Random 
Excursions 
Variant Test 

0.52 0.71 0.64 Pass 
 

 
 
6.3 Resistance against Brute Force Attacks 

 

The security of the proposed hash function 
algorithm is more reliant on the internal 
permutation function CA_f presented in sub-section 
5.1. This function is composed of a series of non-
linear boolean functions and bit-operations, which 
produces a strong dependence between the input 
message bits because, in each round, a lane has a 
dependency on other 56 neighbor lanes. The 
application of ECA-rule 30 creates a strong reliance 
between every bit and their left and right neighbors, 
thence, the resistance to pre-image, 2nd pre-image 
and collision attacks can be more robust. 
 

The proposed length for the hash digest is also 
important because for a hash value of size n (192-
bits; 256-bits), 2n (2192;  2256 ) operations are needed 
to find a pre-image or a 2nd  pre-image and 2n/2  (296 
; 2128) operations are required to find a collision. 

 
7. CONCLUSION 

 
In this paper, we proposed a new cryptographic 

hash function based on irreversible cellular 
automata of one and two dimension. The structure 
of the proposed scheme is inspired by Keccak 
sponge construction. Our proposed algorithm 
succeeded the SAC and NIST statistical tests; it 
also demonstrated a high resistance against pre-
image and 2nd preimage collision attacks. Our 
future work will be focused on strengthening our 
designed hash function by conducting advanced 
cryptanalysis tests. 
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