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ABSTRACT 

 
The Claus sulfur recovery process is the most important in natural gas desulfurization technology. Taking 
into account the large-tonnage facilities, it is urgent to solve the problem of effective management, which 
will allow obtaining a significant economic effect. When studying catalytic reactions and processes, 
mathematical modeling methods are most often used, which allow describing changes in the states of the 
system under study. An alternative approach to modeling chemical-technological processes can be the use 
of artificial neural networks, which make it possible to take into account the features of the processes under 
study as much as possible. The article is devoted to the study of the chemical-technological process of 
sulfur production in the Claus reactor by the method of artificial neural networks (ANN). This article 
describes the relevance of neural networks using in chemical-technological systems. Similar works on the 
research topic are presented. The analysis of the sulfur production unit as an object of management has 
been carried out. The main parameters influencing the process of sulfur production have been identified and 
investigated. The results of the study of sulfur production process using fuzzy logic are presented. 
Backpropagation algorithm is described. Based on the input data of a mathematical model with a multiple 
regression structure and real data from the Claus reactor, the Backpropagation Algorithm of multilayer 
neural networks in Python has been implemented. Based on the results of the program, the output values 
and errors dependences graphs have been built. As a result of the study, sufficient convergence of the 
results of modeling using mathematical models is shown on ANN and real production data. 

Keywords: Backpropagation Algorithm, Multi-layer Neural Networks, Python, Sulfur, Artificial Neural 
Networks 

 
1. INTRODUCTION  
 

An increase in the depth of oil refining, an 
increase in the range of products of oil and gas 
processing is currently a priority area of oil and gas 
processing, and an increase in the processing of 
hydrocarbons with a high content of sulfur 
compounds leads to stricter environmental 
requirements for refineries. The Claus sulfur 
recovery unit is the most widespread process for the 
production of commercial sulfur from hydrogen 
sulfide.  

During the study catalytic reactions and processes, 
methods of mathematical modeling are often used 
[1], which allow describing changes in the states of 
the system. However, for some processes, the 
construction of complete mathematical models that 
take into account all the features of the chemical-
technological process is a very laborious task. In this 
case, when creating models, a number of 
simplifications and restrictions are included, which 
in turn add errors in numerical calculations and can 
significantly distort the results obtained. 
An alternative approach to modeling chemical-
technological processes can be the use of ANN, 
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which maximally take into account the features of 
the studied processes [2].  
The ANN model is a network of elements (artificial 
neurons), interconnected and accumulating 
experimental knowledge, which are used for further 
processing [3]. To accumulate knowledge on a 
specific model, connections between neurons are 
used. The network processes the input information, 
and in the process of changing its state in time 
forms a set of output signals [4]. 

Искусственные нейронные сети по организации 
обучения можно классифицировать на типы: 

Supervised neural networks, когда известно 
выходное пространство решений нейронной 
сети, а также предполагается, что имеются 
входные сигналы и эталонные реакции на них. В 
процессе обучения происходит 
целенаправленная модификация синаптических 
связей нейронной сети для достижения 
наилучшего соответствия между реальными 
выходными значениями сети и их эталонными 
значениями.  

Nonsupervised neural networks. В этом случае 
нейронная сеть формирует выходное 
пространство решений только на основе 
входных воздействий.  

A popular algorithm for supervised neural networks 
learning is the backpropagation algorithm [5], 
which belongs to supervised learning methods. The 
backpropagation algorithm is one of the best-known 
machine learning algorithms. The method of this 
algorithm is based on the use of the output error of 
the neural network to calculate the values of the 
correction for the weights of neurons in its hidden 
layers. 

The learning algorithm was presented and detailed 
in 1974 by A.I. Galushkin, also independently and 
simultaneously by Paul J. Verbos. This algorithm 
considers the propagation of error signals from the 
network outputs to its inputs, in the direction 
opposite to the forward propagation of signals in 
normal operation. The advantages of the 
backpropagation algorithm include ease of 
implementation and resilience to anomalies and 
data outliers. 

The goal of training a neural network when using 
the backpropagation algorithm is to adjust the 
weights of the neural network, which will allow, 
when a certain set of inputs is applied, to obtain the 
required set of outputs of neurons [6] .   

The advantage of ANN in modeling chemical-
technological processes has been determined by the 

ability to build flexible models of processes, which 
are described by complex mathematical 
dependences. 

It should also be noted that neural networks are the 
most effective tool for solving forecasting and 
control problems under conditions when there is a 
connection between predictor variables (inputs) and 
predicted variables (outputs), even if this 
connection is of a very complex nature and is 
difficult to express in the usual terms of correlations 
or differences between groups. Therefore, the 
creation of algorithms for solving the optimal 
control problem based on the model of an ANN is 
an urgent scientific and technical problem. It seems 
appropriate to consider the possibility of using the 
algorithm for the object of study of this work, for 
the Claus reactor. 

2. FORMULATION OF THE PROBLEM 

 
The subject of this research is the 

algorithm of the neural network control system for 
the sulfur production unit and its software 
implementation.  
The purpose of this study is to create and train 
multilayer neural networks in order to compare the 
results obtained with the results of research using 
fuzzy logic methods. This research will be 
implemented using the development of a Python 
program [7]. 
Based on the methods of system analysis using 
available information of various nature (theoretical 
information, statistical data, expert, fuzzy 
information), a mathematical model has been 
developed in the form of a fuzzy multiple 
regression equation, which describes the 
dependence of the volume of sulfur output from the 
Claus reactor on the input and operating parameters 
of the process [8]. 
Thus, the task of this article is to build a Python 
program for training of ANN, graphs and to 
compare the results obtained with the results of 
fuzzy logic. 

 
3.  RELATED WORK 
 

In [9] the author considers an approach to 
modeling composite materials using neural network 
technologies and analyzes various methods of 
training neural networks.  

In the article the authors examine an 
approach to modeling composite materials using 
neural network technologies and analyze various 
methods of training neural networks. Wavelet 
transform is proposed as an approach to solving of 
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finding the global attractor of energy function. The 
aim of the article is to compare the gradient 
methods for training neural networks. 

In the work [10] algorithms for 
backpropagation of the error and types of neural 
networks have been considered. Two approaches 
are described for training the backpropagation 
algorithm: forward and backward. The work of 
algorithm is considered in detail. 

In the work [11] provides an overview of 
the history of development and the current state of 
training methods for deep neural networks. A 
model of an ANN, algorithms for training neural 
networks, including an error backpropagation 
algorithm used for training deep neural networks, 
have been considered. The article provides an 
overview of the history of development and the 
current state of methods for teaching deep neural 
networks. A model of an artificial neural network, 
algorithms for learning neural networks, including 
an error backpropagation algorithm are considered. 
The development of neural network architectures is 
described: neocognitron, autoencoders, 
convolutional neural networks, limited Boltzmann 
machine, deep trust networks, long-short-term 
memory networks, controlled recurrent neural 
networks, and residual learning networks. The 
article discusses methods for training deep neural 
networks. An overview of popular deep learning 
neural network libraries is provided. 

In the work [12] genetic algorithms are 
used to solve the problem. The results of the study 
showed that gradient methods had fast convergence 
only at the beginning of training, and the genetic 
algorithm - at the end. A hybrid algorithm based on 
the sequential use of gradient methods and a genetic 
algorithm has been proposed.  

To solve optimization problems with a 
multi-extreme criterion, random search methods are 
used, which include genetic algorithms. To carry out 
a comparative characteristic of gradient methods and 
a genetic algorithm, software with a web interface 
has been developed. The problem of approximating 
the two-dimensional Rosenbrock function was used 
as a task for training the neural network. The results 
of the study showed that the gradient methods have 
a fast convergence only at the beginning of training, 
and the genetic algorithm – at the end. Thus, a 
hybrid algorithm based on the sequential use of 
gradient methods and a genetic algorithm is 
proposed.  

In [13] an algorithm for finding the 
optimal temperature regime of a chemical process 
has been presented based on replacing the 

mathematical model of the process in the form of 
differential equations model based on an ANN. 

To solve the optimal control problem, a 
model of an ANN has been built, which allows 
solving the direct problem of chemical kinetics. 
Further, on the basis of the developed algorithm, 
the problem of theoretical optimization has been 
solved to find the optimal temperature regime of 
the process, taking into account the maximum 
product yield. 

In the work [14] the formulation of the 
problem of optimal control of the catalytic 
reforming process has been completed. A hybrid 
mathematical model of the catalytic reforming 
process has been developed. An algorithm for 
determining the settings of the temperature 
controller at the output of the furnace in different 
modes of the catalytic reforming process has been 
synthesized. The method of optimal control of the 
catalytic reforming process according to the 
Bellman-Zade scheme has been developed. On the 
basis of the method of optimal control of the 
catalytic reforming process, a set of Pareto-optimal 
solutions has been built. The structure of the 
optimal control system for the catalytic reforming 
process has been developed on the basis of the 
developed models and algorithms. The assessment 
of improving the efficiency of the management of 
the catalytic reforming process has been carried out. 

In the work [15] the proposed method is 
applicable for problems when the parameter of the 
training time of the neural network is a significant 
factor, and guarantees that the error function after 
the "splitting" of neurons will not increase.  
However, in this case, the total number of neurons 
in a network built using a genetic algorithm for a 
given training sample may be larger than that of a 
network built using known algorithms. A genetic 
algorithm for synthesizing for architecture of a 
multi-layer feedforward network, determined by the 
number of layers and the number of neurons in the 
layer, is considered. The stages of the learning 
process using a genetic algorithm are described. 

In the work [16] classification of neural 
networks by the types has been investigated. Based 
on the developed classification, it can be concluded 
that the basis for designing or choosing a neural 
network model for the task at hand is the structure 
of connections between the layers of neurons, the 
type of neurons, the rules for determining the 
weight coefficients when training the neural model.  
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4.  DATA PREPARATION 
 

Using the algorithm requires the data to be 
normalized. This means that the data must be 
processed in order to fit it to a single numerical 
scale. 

The data has been normalized by dividing 
the numbers by the greatest, and the results have 
been all converted in the range from 0 to 1. 

 
5.  ENVIRONMENT 
 

To implement the Python code, the 
Anaconda 3 software environment and the 
following auxiliary tools have been installed: 

 Matplotlib – the main library for building 
scientific graphs in Python: 
https://matplotlib.org/ 

 NumPy – one of the main packages for 
scientific computing in Python. It contains 
functionality for working with 
multidimensional arrays, high-level math 
functions: https://numpy.org/ 

 Pandas – Python library for data 
processing and analysis: 
https://pandas.pydata.org/ 

 Scikit-learn – the most famous Python 
library for machine learning: 
https://scikit-learn.org/ 

 SciPy – a set of functions for scientific 
computing in Python: 
https://www.scipy.org/ 

 TensorFlow – open software library for 
machine learning for solving problems of 
building and training a neural network: 
https://www.tensorflow.org/ 

 Keras – open-source neural network 
library in Python, is an add-on over 
TensorFlow: 
https://keras.io 
 

6.  METHODS 
 

During the study of the influence of input, 
operating parameters on the volume of sulfur 
produced at the output of the Claus reactor, ANN 
are used in this work. For ANN training a 
backpropagation algorithm and an iterative gradient 
learning algorithm are used. An iterative gradient 
learning algorithm minimizes the standard 
deviation of the current outputs from the required 
outputs of multilayer neural networks with serial 
connections [17]. 

The backpropagation algorithm is a 
popular algorithm for training multilayer 

perceptrons. The method was first described in 
1974 by A.I. Galushkin, as well as independently 
and simultaneously by Paul J. Verbos. It is an 
iterative gradient algorithm that is used to minimize 
the error in the multilayer perceptron and obtain the 
desired output. 
Fig. 1 shows a neuron used as the main building 
block in backpropagation networks. A plurality of 
inputs are supplied, coming either from the outside 
or from the previous layer. 

Each of them is multiplied by weight, and 
the products are added together: 

 
𝑁𝐸𝑇 ൌ  𝜎ଵ𝑤ଵ  𝜎ଶ𝑤ଶ  ⋯  𝜎𝑤       (1) 
 
This amount must be calculated for each 

neuron in the network. After the NET value has 
been calculated, it is modified by the activation 
function and an OUT signal is obtained.  

 

Figure 1: Structure of backpropagation networks 

 
For backpropagation algorithms, the 

function is usually used 
 

𝑂𝑈𝑇 ൌ
ଵ

ଵାషಿಶ                                    (2) 

 
Equation (2) describes the sigmoidal 

activation function. It decreases the range so that 
the OUT value is between zero and one. For the 
backpropagation algorithm, this function is most 
suitable, since in this case the function must be 
differentiable everywhere. 

Consider a hierarchical network structure 
in which interconnected neurons are combined into 
several layers (Fig. 2). 
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Figure 2: Hierarchical network structure 

 
The perceptron is a network of several 

layers of neurons connected in series. 
The goal of training a network is to adjust 

its weights in such a way that the application of 
some set of inputs leads to the required set of 
outputs.  

Two approaches are proposed for all 
network layers to train the network using the back 
propagation algorithm: forward and backward. 
With a direct pass, the input vector is fed to the 
input layer of the neural network, after which it is 
divided along the network from layer to layer. The 
process produces a set of output signals that are the 
actual network response to the available input 
image. 

During the forward pass, all synaptic 
weights of the network are fixed, and during the 
reverse pass, all synaptic weights are adjusted 
according to the error correction rule. The actual 
network output is derived from the desired output, 
resulting in an error signal. This signal then 
propagates through the network in the opposite 
direction to the direction of synaptic connections. 

The object of the study is the sulfur 
production unit of Atyrau Oil Refinery LLP 
(Atyrau Oil Refinery) [18], designed to obtain 
sulfur from waste gases and acidic effluents from 
process plants by adsorbing sulfur with an amine 
solution and further catalytic conversion to 
crystalline sulfur. 

In [19] a study has been carried out on the 
basis of fuzzy logic, the main technological 
parameters of the sulfur production process have 
been determined, and their influenceon the quality 
of the Claus reactor has been studied. It has been 
revealed that the main input parameters of this 
technological process are: the volume of feedstock 
at the input of the Claus reactor, the temperature at 
the input to the Claus reactor, and the temperature 
in the Claus reactor. 

In [20] the issues of the development of 
mathematical models of the thermoreactor and the 
Claus reactor of the sulfur production unit in the 
context of problems of deficiency and fuzziness of 
initial information were investigated. Based on the 

collected and processed experimental-statistical and 
expert data and using the idea of the method of 
sequential inclusion of regressors, the structures of 
models for determining the sulfur output from 
reactor in the form of a system of multiple 
regression equations are identified. The models for 
assessing the quality of sulfur are identified in the 
form of linguistic models. The parametric 
identification of the regression coefficients is 
implemented by the known methods  of parametric 
identification, based on the least squares methods 
using the REGRESS software package, and for the 
identification of fuzzy coefficients the methods of 
the theory of fuzzy sets are used, based on sets of 
level . The Table 1 shows quantitative values of 
the input and output parameters of the reactors of 
the sulfur production unit [21].  
Based on the above results, we will train an ANN in  
Python [22]. Figure 1 below shows a diagram of the 
learning algorithm for neural networks. 
 
Stages of development of ANN 

There are 5 main stages in the process of 
developing an ANN for solving the problem [23]: 

1. Select the next training pair from the 
training set; submit the input vector to the input of 
the network; 

2. Calculate the network output; 
3. Calculate the difference between the 

output and required output 
4. Correct the network weights to 

minimize the error;  
5. Repeat the steps 1 – 4 for each vector of 

the training set until the error on the entire set 
reaches an acceptable level. 
 

 
Figure 3: Diagram of the learning algorithm for neural 

networks 
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7. RESULTS 

 
Using the data obtained as a result of 

research by the method of fuzzy logic, a program 
for the backpropagation algorithm in Python has 
been implemented. One of the most common forms 
of preprocessing neural network inputs is data 
normalization. The data has been normalized by 
dividing the column elements by the maximum data 
value [24]. 
Below is the code for a Python program. In this 
snippet we define the libraries:  
 

    Import numpy as np 
From numpy import *  
Import matplotlib.pyplot as plt 
 
Initialize the input data: 
layer_0 = np.array([ 

[0.9464],  
[0.9554], 
[0.714286],                                  
[0.928571]])    

 
 
 
 
Make transposition of the matrix of input data. It 
helps provide following operations with matrices: 
        
layer_t_0 = layer_0.transpose() 

 
i1 = 0.9464 
i2 = 0.9554 
i3 = 0.714286 
i4 = 0.928571 
 

Set the matrices of layer weights.  
Select the weights in a random way: 
 
First layer weight matrix: 
 
weights_0_1 = np.array([ 

[0.2, 0.2, 0.3, 0.4],                            
[0.5, 0.2, 0.3, 0.2],  
[0.3, 0.8, 0.3, 0.3],    
[0.2, 0.2, 0.4, 0.2],  
[0.5, 0.3, 0.2, 0.3]])    

Table 1: A Table Of Quantitative Values Of The Input And Output Parameters Of The Reactor Of The Sulfur 
Production Unit. 

№ Input, mode parameters Output parameters 
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Second layer weight matrix: 
 

weights_1_2 = np.array([ 
[0.3, 0.3, 0.2, 0.2, 0.5],                               
[0.2, 0.3, 0.6, 0.3, 0.4],  
[0.4, 0.4, 0.2, 0.3, 0.3],  
[0.4, 0.6, 0.6, 0.7, 0.7],  
[0.2, 0.2, 0.3, 0.3, 0.5]])      

 
Last layer weight matrix: 
 
weights_2_3 = np.array([0.2, 0.2, 0.2, 0.3, 0.3])                                                 

 
Select Learning rate value: 

alpha = 0.2 
 

The learning rate coefficient is a parameter of 
gradient neural network learning algorithms that 
allows you to control the amount of weight 
correction at each iteration. It is selected in the 
range from 0 to 1. It is pointless to indicate zero, 
since in this case the weights will not be adjusted at 
all. The choice of parameter is inconsistent. Larger 
values (0.7 - 1) will correspond to a larger value of 
the correction step. In this case, the algorithm will 
work faster (i.e., to find the minimum of the error 
function, fewer iterations are required). However, 
the accuracy of tuning the model to the minimum of 
the error function may decrease, which potentially 
increases the training error. Small values of the 
coefficient (0.1 - 0.3) correspond to a smaller step 
of the balance correction. In this case, the number 
of learning steps (or epochs) required to find the 
extremum, as a rule, increases, but the accuracy of 
the algorithm tuning to the minimum of the error 
function also increases, which potentially reduces 
the learning error. In practice, the learning rate 
factor is usually selected experimentally. 
Target value: 
 

goal = np.array([0.821875])                                         
 

Set a general cycle for epochs: 
 
x = 0 

for x in range(0, 200): 
 

The next snippet of code is the execution of Step 2 
of the algorithm:  
 
Perform summation of inputs with weights: 
 
layer_1 = weights_0_1.dot(layer_0)                              
 
Calculate the sigmoid: 

 
i = 0           
                                                  
for element in layer_1: 
 
layer_1[i] = 1 / (1 + np.exp(-element)) 
i += 1   
 
sigmoid_layer_1 = layer_1     
 
layer_t_1 = sigmoid_layer_1.transpose() 
 
deriv_sigmoid_layer_1 = sigmoid_layer_1 *  
(1 - sigmoid_layer_1) 
 
Likewise with the second layer: 
 
layer_2 = weights_1_2.dot(sigmoid_layer_1)   
                             
j = 0                                                                        
 
for element in layer_2: 
 
layer_2[j] = 1 / (1 + np.exp(-element)) 
 
j += 1 
 
sigmoid_layer_2 = layer_2   
     
layer_t_2 = sigmoid_layer_2.transpose() 
 
deriv_sigmoid_layer_2 = sigmoid_layer_2 *  
(1 - sigmoid_layer_2 

 
Likewise with the output layer: 
 
sum_output = weights_2_3.dot(sigmoid_layer_2) 
                                
sigmoid_layer_3 = 1 / (1 + np.exp(-sum_output))  
                                   
output = sigmoid_layer_3 

 
print("network output: ", output) 

       
deriv_sigmoid_layer_3 = sigmoid_layer_3 *  
(1 - sigmoid_layer_3) 
 
The following piece of code is the execution of 
Step 3 of the algorithm: 
 
Calculate the difference between the network 
output and the required output: 

 
error = (output - goal) ** 2      
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print("network error: ", error) 
     

The code written below implements the error 
finding algorithm (Step 4): 
 
Output layer weights correction: 
 
error_layer_2 = error * weights_2_3                                               

     
error_layer_t_2 = error_layer_2.transpose() 

     
Correction of the weights of the second layer: 
 
error_layer_1 = error_layer_2.dot(weights_1_2)    
                     
error_layer_t_1 = error_layer_1.transpose() 
 
Correction of the weights of the first layer: 
 
w1 = weights_0_1[0] + error_layer_t_1[0] * 
deriv_sigmoid_layer_1[0] * layer_t_0 * alpha 
  
w2 = weights_0_1[1] + error_layer_t_1[1] * 
deriv_sigmoid_layer_1[1] * layer_t_0 * alpha  
 
w3 = weights_0_1[2] + error_layer_t_1[2] * 
deriv_sigmoid_layer_1[2] * layer_t_0 * alpha  
 
w4 = weights_0_1[3] + error_layer_t_1[3] * 
deriv_sigmoid_layer_1[3] * layer_t_0 * alpha  
 
w5 = weights_0_1[4] + error_layer_t_1[4] * 
deriv_sigmoid_layer_1[4] * layer_t_0 * alpha 
  
weights_0_1 = vstack([w1, w2, w3, w4, w5]) 
 
Correction of the weights of the second layer: 
 
m1 = weights_1_2[0] + error_layer_t_2[0] * 
deriv_sigmoid_layer_2[0] * layer_t_1 * alpha 
  
m2 = weights_1_2[1] + error_layer_t_2[1] * 
deriv_sigmoid_layer_2[1] * layer_t_1 * alpha 
  
m3 = weights_1_2[2] + error_layer_t_2[2] * 
deriv_sigmoid_layer_2[2] * layer_t_1 * alpha 
  
m4 = weights_1_2[3] + error_layer_t_2[3] * 
deriv_sigmoid_layer_2[3] * layer_t_1 * alpha 
  
m5 = weights_1_2[4] + error_layer_t_2[4] * 
deriv_sigmoid_layer_2[4] * layer_t_1 * alpha 
  
weights_1_2 = vstack([m1, m2, m3, m4, m5]) 

 

Output layer weights correction: 
 
weights_2_3 = weights_2_3 + error * 
deriv_sigmoid_layer_3 * layer_t_2 * alpha 
 

 #print("Weights of the third layer:", 
weights_2_3) 

 
The results of the program are shown in 

Fig. 4,5. Build graphs [25] of dependencies of 
output values and errors on the number of epochs: 

 
import numpy as np 
import matplotlib.pyplot as plt 
from matplotlib import * 
import pandas as pd 
fig = plt.figure() 
Set the interval of values along the X axis (The 
number of epochs is equal to 500): 
x = np.arange(1, 501) 
y = np.array([…] ) 
ax = plt.gca() 
plt.plot(x, y) 
Indicate the names of the axes of the graph: 
ax.set_xlabel("Epochs") 
ax.set_ylabel("Output values") 
plt.savefig('1.png', transparent=True) 

 

Figure 4: Graph of dependencies between 
output values and number of epochs 

fig = plt.figure() 
Set the interval of values along the X axis  
(The number of epochs is equal to 200): 
x = np.arange(1, 201) 
y = np.array([…]) 
ax = plt.gca() 
plt.plot(x, y) 
ax.set_xlabel("Epochs") 
ax.set_ylabel("Errors") 
plt.savefig('2.png', transparent=True) 
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Figure 5: Graph of dependencies between errors and 

number of epochs 

 
8. DISCUSSION 

During the research, the backpropagation method 
has been used. After analyzing the graphs, it can be 
concluded that the results of the study using ann 
and fuzzy logic method converge. During the 
research, it was found that the learning error is 
minimal and the output value is as close as possible 
to its target value. 

In a previous paper [21] the results of a fuzzy logic 
study were presented, in which the values of sulfur 
yield in the claus reactor were obtained. 

In this work, we have carried out a study of this 
process by the method of ann. Thanks to the results 
of both studies, we were convinced that both 
methods give similar results, thus we can say that 
the sulfur output is valid. 

 
9. DIFFERENCE FROM PRIOR WORK 

 
In the works [19, 20, 21] the technological 

process of the Claus reactor on the basis of fuzzy 
logic was investigated. The results are shown in 
Table 1. 

In this work, in contrast to the work [21], a 
neural network approach is used to study the 
dependence of the input and output parameters of 
the technological process. An algorithm for 
backpropagation of an error is considered for 
training an artificial neural network based on the 
input parameters of the Claus reactor. 

The results of applying the neural network 
approach have shown its effectiveness in the study 
of the technological process. 

The novelty of the current work lies in the 
fact that the convergence of the results of methods 
of fuzzy logic and artificial neural network has been 
proven. 

The investigated technological object is 
complex and it has a number of features and 

limitations. The use of a neural network approach 
in modeling chemical-technological processes 
makes ir possible to maximally take into account 
the features of the process under study, in 
connection with which the use of the method of 
artificial neural networks is important. 
 
10. LIMITATIONS 

 
Any research has limitations; therefore, 

this study has no exception. The study requires a 
survey with the decision maker of the plant, 
obtaining the necessary information related to the 
technological process at the plant. But due to the 
current situation in the world, at the moment there 
is no way to get access to the plant and fully work 
with specialists. In the future, when access to the 
plant is obtained, it is planned to work with 
specialists at the plant. 
 
11. CONCLUSION 

 
In this article, based on the use of the 

results of previous studies, a method of ANN has 
been proposed. The backpropagation algorithm has 
been chosen as the method. For this, a scheme for 
implementing the algorithm has been built. Based 
on the proposed algorithm, an ANN training 
program in Python has been developed.  
Data normalization has been carried out, after 
which the network has been trained. Based on the 
training results, the graph of dependences between 
ouput values and number of epochs and the graph 
of dependences between errors and number of 
epochs have been built. Based on the results of the 
research, it can be concluded that the use of the 
backpropagation method is quite effective for 
solving the problems of controlling chemical-
technological processes.  
As a result of the study, sufficient convergence of 
the results of modeling using mathematical models, 
ANN and real production data have been shown. In 
the future, it is planned to use the results of this 
study for further research on other methods of 
ANN.  
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