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ABSTRACT 

Impacting businesses across the world, phishing remains today to be a serious problem: due to anonymous 
access to personal details, businesses and their consumers deal with the problems materialised out of fishing 
attacks, huge financial loss being one of these problems. Because of this, phishing needs to be identified and 
dealt with efficiently using intrusion detection techniques; such mechanisms are yet to be used. It is within 
this paper that, with the use of a newly-arisen method (Phishing Multi-Class, founded on the grounds of 
Association Rule) we will study the issue of predicting phishing websites. So as to weigh up the successful 
use of data mining algorithms using a publicly available dataset involving 10,068 incidents of legitimate and 
phishing websites, two experimental studies were conducted, in which the classifier model was built. In the 
first of these two studies, the capability of PMCAR (Phishing Multi-Class Association Rule) compared to 
three associative classification algorithms (CBA, MCAR, and FACA) was examined; additionally, five 
benchmark algorithms (SVM, LR, DT, and ANN) were assessed in the second experiment, so as to generalise 
the competence of utilising data mining for resolving the phishing websites detection issue. As a result of 
conducting these experiments, all data mining algorithms that were evaluated predict phishing websites with 
decent classification rate; and so we can conclude that, when looking to tackle the issue of predicting phishing 
websites, these can be successful methods. 
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1. INTRODUCTION 

Defined as “the art of imitating a truthful website 
for a company in order to steal critical financial 
information related to online users such as bank 
account numbers, credit card numbers, passwords, 
etc.” [1], phishing is a persistent online security 
issue: in order to fool online users, the phished 
website frequently has similar content to the truthful 
website. Phishing costs credit card companies and 
banks in the USA billions of dollars per year alone, 
as demonstrated by recent studies (e.g. [2]). 

Used as a practical alternative to traditional 
shopping, e-shopping has increased rapidly amongst 
internet-users in recent years; e-shopping worldwide 
sales increased by 20.1% to $1,500 trillion in 2014 
[3]; thus, the central focus of e-shops is to attract a 
large number of customers, which has led to 
increased competition in product quality amongst e-
shops. However, a hasty increase in e-shops has also 
led to a rapid increase in phishing websites. Many 
internet users fall victim to these phishing attacks, 
considering the primary objective of phishers it to 

convince users that they are using a trustworthy 
website; because of this, so users’ personal data can 
be sheltered, it is paramount that a capable method 
of recognising phishing websites is founded. 

In order to access personal information, phishing 
uses both social engineering and technical methods; 
phishing, which is considered to be one of the most 
frequent electronic crimes [4], is undergone by 
publishing a forged online site (e.g. a bank website), 
and requesting the user to enter their personal 
information (e.g., username, password, account 
number, credit card number); this damages the 
reputations of the targeted financial services, and is 
damaging to the targeted consumers. An increase of 
18% compared to the third quarter of 2014, the 
amount of phishing records submitted to the 
organisation in the fourth quarter of 2014 was 
197,252 [5]. 

In order to aid decision-makers in making 
profitable decisions, data mining is an area of study 
whose aim is to discover helpful information within 
vast databases [6,7]; it additionally involves a 
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number of tasks, such as: classification (assigning 
unseen samples to their predefined categories); 
association rules (discovering links between 
attributes, i.e. features, within a vast database); and 
association classification (AC; the new approach in 
machine learning and data mining, which intends to 
assign unseen samples based on association rules). 
Due to the fact that a number of scholars have 
indicated that it creates more accurate results than 
other classical data mining classification techniques, 
AC proves to be a capable approach [8–12].    

The leading objectives within this paper are: to 
present a fresh AC classifier; and to compare this 
classifier with five recognised data mining 
algorithms and three advanced AC algorithms with 
reference to F1 assessment measures and 
classification accuracy on a publicly available 
phishing dataset (put forward by [13]. 

2. RELATED WORK 

This section aims to review the large literature on 
approaches and methods of detecting phishing; 
commonly used techniques used for avoiding threat 
of phishing are categorised around the four 
categories detailed below: 

1. Type of approach utilised to diminish 
phishing: four main approaches had been 
developed to diminish phishing websites—
specifically: list-based approaches 
(including white and black lists) [14], 
heuristic approaches [15–17],  content-
based methods [18–20], and machine 
learning approaches [10,21], which have 
collected widespread popularity, due to the 
fact that they collected prior knowledge in 
order to envision the manifestations of 
phishing outbreaks in the future [22]. 

2. Type of machine learning approach 
used: Some of the following are commonly 
used: decision trees [23,24]; logistic 
regression [25–27]; support vector machine 
[28–30]; Naïve Bayes [31,32]; artificial 
neural networks [33–35]; and ensemble 
methods [36–38]. It is recognised that the 
majority of studies apply an integration of 
these approaches [35,39–42]. Including 
confidence-weighted algorithm, a number 
of studies across the years have fixated on 
suggesting specialised algorithms for 
phishing detection [2]: Bayesian adversary 
SVM classifier (BAAO-SVM) [43]; ball 
support vector machine method (BSVM) 
[44]; fuzzy classifier [45]; Transductive 

Support Vector Machine algorithm 
(TSVM) [46]; genetic algorithm [47]; 
passive aggressive algorithm [48]; k-
Nearest Neighbour algorithm (k-NN) [49]; 
and Associative Classification algorithm 
[10,50]. 

3. Types of variables used: The variables 
which impact events of phishing attacks are 
recognised and modeled in a number of 
studies [4,51,52]. So as to approximate their 
impact on threat of phishing, some select 
features—such as Document Object Model 
(DOM), webpage URL structure, HTML 
objects, and IP address—are evaluated.  

4. Type of phishing attack: A 
number of occurrences of phishing attacks 
are clear and have the potential to impact 
organisations greatly; further, it is worth 
noting that these data mining approaches 
have been created in the context of phishing 
variants prevention. In the same vein, the 
authors of [53] implemented association 
rule mining method for the purpose of 
identification of fraudulent phishing 
derived from instant messaging, predicting 
threats of phishing for text and audio 
messages. Similarly, so as to detect spam 
emails and threat of phishing, Pandey and 
Ravi (2013) [54] used text and data mining 
techniques. Further, the authors of [55] used 
data mining strategies so as to prevent and 
detect DNS attacks. A further list of 
researchers who have used corresponding 
techniques in order to identify phishing 
websites and emails by predicting attack 
patterns are: [56–58].  

When it comes to predicting the events of 
phishing threat, these results clarify the 
essentiality behind machine-learning and 
data mining models; a number of methods 
have been shown from these studies (e.g. 
studying variables of the responsible 
predictors for phishing, as well as 
prediction and classification models for the 
purpose of determining the context of 
threats). However, it must also be addressed 
that there is a gap within these studies: 
considering the fact that the features 
evaluated for detecting phishing attacks are 
often minor in nature, this lessens the 
practicality of these predictive models 
[59,60]. By evaluating six relevant and 
basic features which affect phishing attacks, 
the study at hand attempts to bridge this 
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gap. The evaluated features are as follows: 
mouseover events; the usage of HTTPS 
token; the frequency of URL requests; 
popup windows; subdomain property; and 
redirection using double slashes. Another 
improvement that has been made within this 
study is the contrast of varying data mining 
classifiers with AC algorithms (e.g. CBA, 
MCAR and FACA). A new AC model has 
been created which utilises a number of 
rules for predicting instances so as to 
achieve superior capability from these AC 
algorithms. Considering previous literature 
fails to consider a multiple rule for 
detection of phishing detection websites, 
this step demonstrates the innovation of this 
approach. Further, the current work 
develops an intelligent system centered on 
the top predictor model for detection of 
phishing websites; notably, this tool can 
help network administrators, LAN 
administrators, and business owners to 
identify phishing websites centered on 
previously founded information extracted 
from the AC model. This is an advanced 
approach when you compare it to studies 
reliant on individual algorithms for 
phishing-attack detection using machine-
learning strategies [28,34,41].  

3. DATA MINING ALGORITHMS 

It is necessary to select a suitable algorithm when 
predicting results for classification issues [2]; this 
section emphasizes the importance of five 
conventional learners, who were utilised in a number 
of studies in phishing attack prediction 
[2,24,25,29,34]. 

3.1. Logistic Regression (LR) 

Being one of the statistical models utilised for 
binary response variable classification, logistic 
regression is very commonly used; this is due to its 
optimal performance when the link between data is 
linear [61], and its simplicity. This equation is 
written in terms of its logit function, as detailed 
below: 

𝛽்(𝑥) =  
୪୭ (௫;ఉ)

ଵି(௫; ఉ)
   (1) 

In the equation detailed above, the regression 
parameter in a pX1 vector is represented by β, the ‘p’ 
predictors as a vector are represented by x (x = (x1, 
x2 . . . xp)), and the response attribute in binary form 
is represented by y [61]. However, this algorithm has 

some downfalls; it involves large-scale assumptions 
statistics-wise to be defined as compared to other 
classifiers; similarly, the algorithm additionally is 
unsuccessful at executing its service when a non-
linear relationship is present amongst the data items. 
Further, it is known to produce unnecessary results 
for the data sets involving missing values. 

Despite the limitations listed above, however, a 
number of studies have used logistic regression 
models so as to predict phishing threats [25,62,63] 

3.2.  Decision Trees 

Listed after logistic regression for prediction and 
classification purposes, decision trees (DT) are some 
of the most widespread and commonly used 
machine-learning algorithms; founded by Quinlan 
[64], it is known to be very user-friendly and 
comprehensive, as well as being adaptable. C4.5 
being a very commonly used tool for creating 
trustworthy tree structures [65,66], a binary tree is 
constructed through a ‘divide and conquer’ strategy 
so as to envision classification. Additionally, this 
specific algorithm is frequently used for predicting 
phishing and, after use in this context, has been 
known to produce trustworthy results [23,24,45,56]. 

3.3.  Support Vector Machine 

Founded on the grounds of enlarging the distance 
between class variables and hyperplanes [67,68], 
SVM was invented by Vapnik and, as a data mining 
and machine learning algorithm, it is used for 
resolving both linear and non-linear classification 
problems [69,70]. The middle of the separating 
margin is named as ‘hyperplanes’, and the 
boundaries of separation are named as support 
vectors. So as to strengthen the function of the 
algorithm, several kernel functions are defined—
including string kernels, radial basis function (RBF) 
, and polynomial kernel [14]. A number of studies 
have evaluated SVM as a favourable strategy in 
predicting phishing attacks [28,29,71] indeed, when 
compared to other algorithms, SVM has functioned 
excelled [72]. 

3.4. Artificial Neural Networks 

Founded on the grounds of functioning human 
brain cells, ANN is a supervised machine learning 
technique [73] made up of neurons (interconnected 
nodes), which transfer information across layers 
(normally three: output layer, one too many hidden 
layers, and input layer). The weight function is 
engineered amongst the differing layers so as to fine-
tune the development of learning process built on a 
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pre-defined threshold value. Some being deep 
predictive networks, feedforward neural networks, 
deep belief networks, backpropagation networks, 
and convolution networks, there are many versions 
of neural networks present here [74,75]; a number of 
studies have emphasized the uses of neural networks 
when it comes to detecting threats of phishing 
[33,35,58,76]. 

3.5.  Random Forest 

Uniting outputs from a number of decision tree 
predictors produced at random from independent 
vector sampling [77,78], random forest is an 
ensemble learning method and is operated for 
classification and regression jobs; as well as 
successfully overseeing a vast amount of data 
attributes, the algorithm manages missing values 
[79]. It has been used within this study as a method 
to test phishing website presence, and has then been 
likened to other learners. 

4. THE PROPOSED MODEL 

A new classification method within data mining, 
AC mining has been analysed lengthily by a number 
of scholars in real world areas (such as email and 
websites phishing, medical diagnoses, 
bioinformatics, text categorisation, and more) 
spanning over the last decade [10,80]. This approach 
is very commonly used for two key reasons: how 
simple the rules are (‘If-Then’ rules), and the high 
predictive rate of resulting classifiers. However, 
despite these positive points, there is a disadvantage 
linked with the AC mining strategy—namely, the 
exponential rule-growth; however, this can be solved 
through suitable pruning in the classifier-
construction stage.  

So as to predict the label/type of unseen data 
(a.k.a. test data set), the ultimate objective through 
the AC mining algorithm is to construct a 
classification system, derived from a categorised 
historical data set (a.k.a. a training data set). 

Some of which being MAC [81]; CPAR [82]; 
MCAR [8]; and FACA [10], there have been various 
commonly used AC algorithms within literature that 
have been constructed upon real-world domains; 
indeed, there have been a few attempts to confront 
the issue of detecting phishing websites through 
association rule-mining. 

Generally speaking, there are two key stages 
which an AC algorithm must undergo, and recurrent 
rule-items (attribute values plus class attributes) are 
identified in the first stage.  On the grounds of a 

threshold commonly known as ‘minimum support’ 
(which the end-user contributes), the AC algorithm 
discovers frequent rule-items (a rule-item which has 
a regularity within the training data set above the 
minimum support threshold). The AC algorithm 
weighs up their produce rule-items and confidence 
values that hold an acceptable amount of confidence 
into Class Association Rules (CARs) after all 
frequent rule-items are found.  

After the complete rule-sets have been obtained, 
the algorithm then goes on to rank them in line with 
parameters (namely support and confidence); after 
that, it chooses the most prognostic rules as a 
classifier (classification system), derived from all the 
obtained pruning procedures. The final step is called 
‘the prediction step’: the classifier is assessed on an 
independent data set as a way to gage its rate of 
prediction; thus, the output of this step is the 
prediction accuracy/error rate. 

Within this paper, the suggested AC algorithm is 
titled ‘Phishing Multi-Class Association Rule’ 
(PMCAR); this algorithm, for one, ensures the end-
user obtains a controllable amount of rules, in which 
they can maintain and understand further. 
Additionally, this algorithm uses a new class 
assignment strategy (which is founded on the 
grounds of group of prediction rules rather than a 
single rule, thus enhancing resultant accuracy in 
classifiers), ensuring only good quality rules are 
employed to forecast test cases—unlike that of the 
MCAR algorithm.  

Below, PMCAR will be deliberated further, 
including rule pruning, rule discovery, and class 
assignment test cases. 

4.1   Phishing Multi-Class Based on 

Association Rule 

There are three key steps in which a Phishing 
Multi-Class based on Association Rule (PMCAR) 
will undergo: training, knowledge-base building, and 
predicting new cases (as demonstrated below in 
Figure 1). In the duration of the first phase, set input 
data is scanned in order to discover frequent items 
(named frequent one-items) in the form 
<AttributeValue, class> of size 1. After this step, the 
algorithm recurrently connects them to create 
frequent two-items, frequent three-items, and so 
forth. Notably, any item within the data set that bears 
an occurrence below the minimum support 
parameter, is omitted. 

The PMCAR algorithm asserts their confidence 
values once all sizes of frequent items have been 
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noted, in these cases which have a bigger confidence 
score than the minimum confidence parameter will 
be a class association rule (CAR). In cases other than 
these, the item gets deleted; thus, the only items 
represented in the complete set of CARs are 
statistically representative and demonstrate high 
reliability. Now, selecting a part from the whole set 
of CARs to create a knowledge-base is the next step.  

In the following subsections, further information 
regarding the PMCAR, involving prediction of test 
cases and knowledge-base construction, is supplied. 

 

Figure 1. Phishing Multi-Class based on Association 
Rule (PMCAR) Model 

4.1.1. Building the Knowledge Base 

So as to construct the knowledge-base, before 
prune redundant guidelines, it is essential that the 
rules are fixed in order; this is to provide higher-
quality rules higher priority in being selected as 
subset of the knowledge-base. Thus, the algorithm at 
hand fixes the rules in mind of the following 
directions: 

1. The top rank is given to the rule with higher 
confidence score; 

2. in the case of there being confidence scores 
consisting of two or more matching rules, 
then the rule with maximum support score 
gets a top rank; 

3. in the case of there being confidence and 
support scores of two or more matching 
rules, the rule with a lesser amount of 
features in the body will be a top rank; 

4. if all the previous standards are alike for 
two or more rules, the rule created first will 
be a top rank. 

As follows, the construction of the knowledge 
base step in PMCAR is detailed: 

When it comes to each sequentially-sorted/fixed 
rule (CAR), the PMCAR begins with the former and 
begins its application on the training dataset, 
whereby the knowledge-base receives the rule, 
assuming it includes one or more cases, irrespective 
of the training case rule class similarity. To word it 
differently, the top confidence rules are verified 
through the training instances; then, training 
instances that are comparable to the rule antecedent 
are signified for deletion, and the rule is stored in the 
knowledge base; additionally, when this is 
undergone, all training cases are deleted that are 
related to the knowledge base at hand. So that either 
no cases remain within the training data or so that all 
the rules have been verified, this procedure is 
recurring on the rest rules orderly; thus, this 
algorithm process promises that just confidence and 
high-quality rules are left for prediction. 

The hope is that this creates added accuracy in 
prediction in training data sets—and not necessarily 
on novel unseen test cases. 

4.1.2. Prediction Method 

When it comes to the prediction of test data case, 
the strategy used is that of PMCAR: it splits all the 
rules that satisfy the test instance into collections—
one for each class label—before counting the amount 
of rules per collection (or group), after which it labels 
the test instance of the group with the biggest count. 
If, however, we are looking at an instance whereby 
two or more groups with an alike count are present, 
the labelling of the class to the test instance is 
randomised. Whilst other modern AC algorithms 
(e.g. MCAR) use the top confidence rule only for 
forecasting test instances, the proposed method, on 
the other hand, creates the prediction on the grounds 
of a number of rules—evaluated by prior approaches 
based on prediction models (i.e. [83,84]. This acts as 
a benefit to our algorithm, as many support and high 
confidence rules added to the overall decision of 
assignment. 

Lastly, the majority class in the training dataset 
(a.k.a. the default class) will be allocated to that case 
in cases where zero rules in the classifier are related 
to the test case. 

The main difference between PMCAR and 
algorithms from prior work, it uses multiple rules in 
prediction stage.   
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5. EXPERIMENTAL RESULTS 

5.1  Description of Phishing Data Set 

Performing a paramount role in the construction 
of predictive models of phishing classifiers, the 
attendance of high-quality data sets (with phishing 
classifiers) used within this study are obtained from 
UCI Machine Learning Repository (which stow data 
sets for public utilisation) [85]. A .csv file 
construction containing 30 web-based parameters 
linked with the event of phishing websites for 11,056 
examples of data, this phishing data set comprises 
two non-phishing—where 4,899 instances were 
recorded—and phishing—where 6,157 instances 
were recorded—target classes. The class variable 
will be further adapted in the case of there being any 
inconsistencies found within the target class. 

5.2.  Data Pre-processing 

So as to eradicate redundant tuples and outliers 
completely from the data, data processing is a 
paramount stage; as a matter of fact, it has been 
perceived that, within the phishing website data 
set—frequently referred to as ‘imbalanced data set in 
classification problems’—, the target variable is not 
consistently dispersed amongst the negative and 
positive classes. Considering they result in biased 
predictions and misclassifications, it is harmful to 
use machine-learning algorithms on such data sets; 
thus, within literature, there are a number of 
strategies for dealing with those imbalanced data 
sets, cluster-based oversampling being the first we 
will discuss. This strategy, on the negative and 
positive events if the target variable, uses the k-
means clustering algorithm so as to classify the data 
set clusters; so as to stem data groups that possess 
equal distribution of negative and positive classes, 
each cluster gained is, again, oversampled. This 
application of k-means clustering on the grounds of 
oversampling made identification of 988 data 
instances as inappropriate entities, resulting in 
10,068 data instances with an equal proportion of 
phishing and non-phishing websites. 

5.3. Evaluation on the Performance of the 

Proposed Algorithm 

Two sets of experiment are to be used within this 
section as a way to investigate the applicability on 
detecting phishing websites using data mining 
classification algorithms. Within the first 
experiment, the algorithms FACA [10], CBA [86], 
and MCAR [8] were used to explore the PMCAR 

algorithm capability when it comes to predicting 
phishing websites. The above algorithms were 
chosen for study because they share comparable 
methodologies, which ensures our investigation is 
fair. 

To begin with when weighing up the performance 
and reliability of PMCAR, we take the rules that 
have minimum confidence = 0.50 and that have 
minimum support = 0.05 and apply the F1 measures 
(which is a harmonic mean, or weighted average, of 
recall and precision, computed as in the equation 
below) and the standard classification accuracy 
(which is calculated by dividing the amount of 
correctly predicted groundwater locations by the 
total amount of groundwater locations within the 
testing data): 

𝐹1 =
2 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                             (2) 

In the above equation, the ratio of correct 
predictions divided by the total amount of the 
system’s predictions is represented by ‘precision’, 
and the ratio of correct predictions divided by the 
total amount of predictions is represented by ‘recall’. 

Below, through an instance where a classification 
has been discovered to forecast phishing websites, let 
us demonstrate the performance measures; this 
particular sample involves 18 phishing websites—10 
of which are labelled ‘Yes’, 8 ‘No’.  

For the 8 phishing websites assigned ‘No’, 6 were 
predicted as ‘No’ and 2 ‘Yes’ by the system; in the 
same vein, out of the ‘Yes’ websites, 7 were 
predicted ‘Yes’ and 3 ‘No’. The average scores for 
accuracy in estimation here was 0.737 for ‘Yes’ and 
0.706 for ‘No’.  

Within the second experiment that was conducted, 
five commonly known benchmark classification 
algorithms (Random Forest, LR, ANN, DR and 
SVM) were explored within the corresponding data 
set so as to generalise the applicability of phishing 
website prediction in data mining algorithms. 

Utilised to apply the algorithms evaluated in our 
experiments, the Waikato Environment for 
Knowledge Analysis (WEKA) tool [87] is 
commonly known as a data mining and machine-
learning landmark system that has obtained large-
scale acceptance when it comes to business circles 
and academia, and has also become a commonly 
used tool for data mining research [87]. 

In this case, in order to weigh up the considered 
algorithms within the experiments assessed, we 
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utilise a 10-fold cross-validation; notably, 
experiments are undergone on a 17 machine with 
16GB main memory and a 3 GHz processor in a 
Windows 8 setting. 

5.3.1.  AC Algorithms Performance 

Demonstrated in Table 1 is the classification 
accuracy (%) of the algorithms discussed; clearly, 
the PMCAR algorithm is more capable than that of 
the CBA, FACA and MCAR algorithms—whereby 
the CBA algorithm proves to be the least desirable in 
terms of predicting phishing websites, which is clear 
when we consider that PMCAR outperformed CBA 
by 5.9%; it additionally outperformed FACA and 
MCAR by around 2.7% and 4.6%. 

Table 1 The classification accuracy (%) and F1 score of 
AC algorithms 

AC 
Algorithms 

Classification 
Accuracy 

F1 
score 

PMCAR 83.8 0.843 
MCAR 79.2 0.735 
CBA 77.9 0.709 

FACA 81.1 0.822 
Also demonstrated in Table 1 are the F1 measures 

of the PMCAR, FACA, CMAR and CBA 
algorithms. Additionally, some noteworthy numbers 
to have been found here are PMCAR outperformed 
the algorithms by 13.4% for CBA, FACA and 
MCAR, respectively; 13.4% for CBA, 2.1% for 
FACA and 10.8% for MCAR. There is one 
paramount explanation behind why the PMCAR 
algorithm outperformed the above algorithms: it 
utilises a number of rules for predicting phishing 
websites.  

A drawback for algorithms containing just one 
single rule is as follows: the highest confidence rule 
is sometimes unsuccessful, especially for those 
datasets that include an imbalanced distribution of 
phishing datasets (e.g. phishing datasets) [84]; thus, 
it seems that it is more successful to control a 
minimal amount of rules when it comes to prediction 
of phishing websites. 

5.3.2.  Benchmark Data Mining Algorithms 

Performance 

We have evaluated five commonly used data 
mining classifiers (ANN, LR, DT, SVM, and 
Random Forest) so as to generalise the applicability 
of utilising data mining on identifying phishing 

websites; to do this, we utilised F1 measures and 
classification accuracy. 

Table 2 The results of popular algorithms 

Rule-based 
Algorithms 

Classification 
Accuracy 

F1 

SVM 84.4 81.4 
LR 83.3 86.5 
DT 83.2 86.6 

ANN 82.3 91.0 
Random 
Forest 

83.7 86.1 

 

Regarding classification accuracy, after Table 2 
has been successfully analysed, it was discovered 
that all the popular data mining algorithms were 
outperformed by the SVM classifier, the ANN 
algorithm proving to be the least capable; 
specifically, the SVM achieved the following 
amounts of higher classification accuracy over the 
algorithms: 2.1% over ANN, 1.1% over LR, 0.7% 
over Random Forest, and 1.2% over DT. Notably, 
the LR and DT algorithms both produced 
comparable results. When we evaluate the F1 
measure, Random Forest obtained the best and ANN 
obtained the worst results, the latter proving to be 
1.4% less reliable than the former; additionally, 
Random Forest obtained 6.1% over SVM, 1% over 
LR, and 0.90% over DT respectively.  

The algorithm suggested within this study 
obtained lower classification accuracy over SVM by 
0.6%; however, it proved more capable by 2.9% than 
SVM in terms of F1 measurement. 

These same results additionally suggested that 
commonly used algorithms (e.g. ANN and SVM) 
achieve high classification accuracy; despite this, it 
is additionally worthy to note that they create 
complex and black box models, which are tough for 
the decision-maker to interpret and comprehend. 

The rule-based model is necessary for decision-
makers because of the following factors: 1) the 
classification process is similar to black box 
classifiers (e.g. ANN and SVM) and are well-
organised; and 2) the decision-maker can 
comprehend, control, and read the produced rules 
with ease. 

It seems reasonable to say that we can conclude, 
from all the above experiments, that all of the 
algorithms that have been evaluated create good 
enough F1 rates and classification accuracy, which 
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mirrors the features’ importance for the phishing 
websites dataset. Further, it is safe to say that all 
algorithms have the potential to aid the problem of 
detecting phishing websites. 

6. CONCLUSIONS 

Phishing can be defined as: ‘an attempt—
frequently through fraudulent emails and/or 
websites—to thieve an individual’s vulnerable 
information’. These, as we have established, are an 
especially relevant problem in this day and age, and 
successfully stop users from safely undergoing tasks 
via the internet.  

Within this paper, the primary objective has been 
to construct a new, innovative AC algorithm named 
PMCAR, and to explore the effectiveness of this 
algorithm against three other well-known AC 
algorithms (FACA, CBA, and MCAR), as well as 
five other well-known data mining algorithms 
(Random Forest, LR, ANN, DT, and SVM), whereby 
F1 evaluation measures and classification accuracy 
towards the phishing dataset were taken into account. 
The results of these investigations suggest that, when 
it comes to the prediction of difficult problems 
concerning phishing websites, there is the potential 
for the application of computerised data mining 
strategies. 

At some point in the near future, we would like to 
demonstrate the following as future works: 

1. Data sets from live-time situations of recent 
origin concentrating on diverse parameters 
resulting in threats of phishing must be 
studied so as to consider the capability of 
the PMCAR model; 

2. it is essential that a number of types of 
threats of phishing are identified, before 
concentrating on one type of security 
breach to comprehend the characteristics of 
phishing attacks; 

3. as well as neural networks, deep learning 
strategies can be utilised as a way to trial the 
progression and capability in the predictive 
performance of the PMCAR model. 
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