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ABSTRACT 
 

Detection of pedestrians in a crowded scene is a difficult problem since pedestrians usually gather and occlude 
each other. In addition, due to the complexity of crowded scenes, current deep learning-based approaches for 
pedestrian detection still require high computational cost. This paper addresses above problems by 
introducing a deep learning-based approach for fast and accurate pedestrian detection in a crowded scene. To 
reduce computational cost and increase inference speed, a reduced ShuffleNet network based on ShuffleNet 
architecture is first adopted as the base network to generate the base convolution layers. ShuffleNet 
architecture is built on ShuffleNet units and Strided ShuffleNet units, which include pointwise group 
convolution layers and channel shuffle operations to greatly reduce computation cost while maintaining 
detection accuracy. To solve the issue of highly overlapped pedestrian in crowded scenes, an improved non-
maximum suppression algorithm is developed based on density score map generated by density prediction 
sub-network. The improved non-maximum suppression algorithm proposes a dynamic suppression strategy, 
where the threshold value for suppression rises as pedestrian instances gather and occlude each other and 
decays when pedestrian instances appear separately. Experimental results on CityPersons dataset and 
CrowdHuman dataset show the effectiveness of the proposed approach on pedestrian detection in crowded 
scenes. 

Keywords:  Pedestrian Detection, Deep Learning, Non-Maximum Suppression, ShuffleNet Network, 
Channel Shuffle 

 
 
 
1. INTRODUCTION  
 

Vision-based pedestrian detection is a key 
problem in many intelligent transport systems. In 
video surveillance systems, pedestrian detection can 
provide fundamental information for people 
counting, event recognition, and crowd monitoring. 
In intelligent transportation, pedestrian detection is 
an essential part for the semantic understanding of 
the environment. Pedestrian detection can be seen as 
an aspect of generic object detection. Early generic 
object detection approaches rely on the sliding 
window paradigm based on the hand-crafted features 
and classifiers to locate objects. Dollár et al. [20] 
proved that using features from multiple channels 
can significantly improve the detection performance. 
In [21], the authors proposed to combine a margin-
sensitive approach for data-mining hard negative 
examples with a formalism. Viola et al. [22] 
proposed a new image representation which allows 
the features to be computed very quickly. In recent 

years, with the advent of deep convolutional neural 
network (CNN), a new generation of more effective 
object detection methods based on CNN 
significantly improve the detection performance. 
Deep CNN-based generic object detection 
approaches can be roughly classified into two 
categories: one-stage and two-stage approaches. 
One-stage object detection approaches, such as 
YOLO [24] and SSD [23], operate in a sliding 
window manner that makes prediction for densely 
sampled locations in the input image. Two-stage 
object detection approaches, such as Faster R-CNN 
[11] and R-FCN [25], first generate a set of region 
proposals and then perform a second stage prediction 
to classify each proposal and refine the bounding 
box of proposals. Two-stage approaches achieve 
better detection accuracy than one-stage approaches, 
but are significantly slower [26]. Two-stage object 
detection approaches normally consist of a region 
proposal network (RPN) that hypothesizes candidate 
object locations and a detection network that refines 
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Figure 1: The Typical Blocks of Two-Stage Object Detectors.

 
Figure 2: The Overall Structure of The Proposed Method.

region proposals. The RPN and detection network 
share the same feature extractor network. Figure 1 
illustrates the typical blocks of two-stage object 
detectors. As in [11], most computational cost 
happens in feature extraction stage. 

In terms of pedestrian detection, driven by the 
success of R-CNN [27], a series of pedestrian 
detection frameworks are proposed in the two-stage 
approach. The author in [28] proposed to use 
deconvolutional modules to bring additional context 
information which is more effective to detect small-
scale pedestrians. Sermanet et al. [29] presented an 
unsupervised method using the convolutional sparse 
coding to pre-train CNN for pedestrian detection. In 
[30], a complexity-aware cascaded detector was 
proposed for an optimal trade-off between accuracy 
and speed. Angelova et al. [31] combined the ideas 
of fast cascade and a deep network to detect 
pedestrian. Yang et al. [32] used scale-dependent 
pooling and layer-wise cascaded rejection classifiers 
to detect objects efficiently.  Zhang et al. [33] 
presented an effective pipeline for pedestrian 
detection via using RPN followed by boosted 
forests. Li et al. [34] use multiple built-in sub-
networks to adaptively detect pedestrians across 
scales. Although numerous pedestrian detection 
methods are presented in literature, how to robustly 
detect each individual pedestrian in crowded scenes 
is still one of the most critical issues for pedestrian 
detectors. 
 

2. METHOD 
 

Figure 2 illustrates the overall architecture of 
the proposed method. To enhance the performance 
of pedestrian detection in crowded scenes in both 
detection accuracy and inference speed, a reduced 
ShuffleNet network based on ShuffleNet 
architecture is first adopted to generate base 
convolution layers. ShuffleNet architecture is built 
on ShuffleNet units and Strided ShuffleNet units, 
which include pointwise group convolution layers 
and channel shuffle operations to greatly reduce 
computation cost while maintaining detection 
accuracy. To solve the issue of highly overlapped 
pedestrian in crowded scenes, an improved non-
maximum suppression algorithm is developed based 
on density score map generated by density prediction 
sub-network. The improved non-maximum 
suppression algorithm proposes a dynamic 
suppression strategy, where the threshold value for 
suppression rises as pedestrian instances gather and 
occlude each other and decays when pedestrian 
instances appear separately. Details of the proposed 
model is explained in the following sections. 
 
2.1 ShuffleNet Architecture 

ShuffleNet [9] is an extremely computation-
efficient deep convolutional neural network (CNN) 
architecture. ShuffleNet adopts two operations, 
including pointwise group convolution and channel 
shuffle, to greatly reduce computation cost while 
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Figure 3: The Structure of the ShuffleNet Unit (a) and the Strided ShuffleNet Unit (b).

Table 1: The Architecture of the ShuffleNet Used in This Paper. The Size of Input Image Is 224×224. 

Layer Type #Repeat Kernel size Output size 

0 Standard convolution, stride 2 1 3×3 112×112 

Max pooling - 3×3 56×56 

1 Strided ShuffleNet unit 1 - 28×28 

ShuffleNet unit 3 - 28×28 

2 Strided ShuffleNet unit 1 - 14×14 

ShuffleNet unit 7 - 14×14 

3 Strided ShuffleNet unit 1 - 7×7 

ShuffleNet unit 3 - 7×7 

maintaining accuracy. ShuffleNet architecture is 
built on ShuffleNet units and Strided ShuffleNet 
units. Figure 3 (a) illustrates the structure of the 
ShuffleNet unit. It is based on the principle of 
residual block [1]. As shown in Figure 3 (a), in the 
residual branch of ShuffleNet unit, a 1×1 pointwise 
group convolution layer followed by a channel 
shuffle operation is first added. Then, a 

computational economical 3×3 depthwise 
convolution layer [2] is applied on the bottleneck 
feature map. Finally, a second pointwise group 
convolution layer is adopted after depthwise 
convolution layer to recover the channel dimension 
to match the shortcut path. Batch normalization 
(BN) [3] is used after each convolution layer, and 
ReLU layer is used after the first pointwise group 
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Figure 4: The Structure of The Proposed Density Sub-Network.

convolution layer. For the Strided ShuffleNet unit, a 
3×3 depthwise convolution layer with stride =2 is 
used instead of standard depthwise convolution layer 
in ShuffleNet unit. In addition, a 3×3 average 
pooling layer is added on the shortcut path of the 
Strided ShuffleNet unit, and the element-wise 
addition in the ShuffleNet unit is replaced by 
channel concatenation in the Strided ShuffleNet unit, 
which makes it easy to enlarge channel dimension 
with little extra computation cost. Figure 3(b) 
illustrates the structure of the Strided ShuffleNet 
unit. The channel shuffle operation used in the 
ShuffleNet units and the Strided ShuffleNet units 
first reshapes the output channel dimension, and then 
transposes and flattens it back as the input of next 
layer. The channel shuffle operation makes it 
possible to build more powerful structures with 
multiple group convolutional layers. 

Based on the ShuffleNet units and the Strided 
ShuffleNet units, the architecture of the ShuffleNet 
used in this paper is shown as in Table 1. As shown 
in Table 1, ShuffleNet consists of a stack of 
ShuffleNet units and Strided ShuffleNet units 
grouped into three layers (layers 2 to layers 4). At 
the first layer, a standard 3×3 convolution layer 
followed by max polling layer is applied on the input 
image. With pointwise group convolution and 
channel shuffle operation, all components in 
ShuffleNet can be computed efficiently. Compared 
with ResNet [1] and ResNeXt [4], the ShuffleNet 

structure has less complexity under the same 
settings. 
 
2.2 The Density Sub-Network for Density 
Prediction 

Occlusion issues are the main problem of 
detecting pedestrian in a crowd scene. Recently, 
Non-Maximum suppression (NMS) algorithm, soft-
NMS algorithm [1] and learning NMS algorithm 
[14] are usually adopted to solve the occlusion 
problem in object detection. However, the highly 
overlapped pedestrian in crowd scenes leads to 
missing highly overlapped objects. To solve this 
problem, this paper adopts an auxiliary and learnable 
sub-network to predict the NMS threshold for 
solving the occlusion issues in crowd scenes. With 
the proposed density sub-network, a dynamic 
suppression strategy, where the NMS threshold rises 
as pedestrian instances gather or occlude each other 
and decays when pedestrian instances appear 
separately, is introduced in the next sub-section. 
Figure 4 illustrates the structure of the proposed 
density sub-network. The density sub-network 
includes three convolutional layers to predict the 
density of each proposal. The density sub-network is 
constructed behind the RPN. As shown, a 1×1 
convolutional layer is first applied to reduce the 
dimension of the convolutional feature maps. The 
reduced feature maps then are concatenated with the 
objectness score and the bounding boxes predicted 
by the RPN. The output of the concatenation 
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Figure 5: The Flowchart of Traditional NMS Algorithm.

operation is fed into the density sub-network. In 
addition, a 5×5 kernel is used at the final 
convolutional layer of the density sub-network to 
take the surrounding information into account, thus 
enhancing the density prediction. 
 
2.3 Improved NMS Algorithm for Solving the 
Occlusion Issues 
2.3.1 Traditional NMS Algorithm 

Traditional NMS algorithm was first 
demonstrated in [5] to surpass other approaches for 
human detection. Since then, it has been a standard 
component in object detection approaches and 
widely used in one-stage and two-stage detectors 
such as SSD, Faster R-CNN. Figure 5 shows the 
flowchart of traditional NMS algorithm. As shown 
in Figure 5,  traditional NMS algorithm starts with a 
set of detection boxes 𝐵 ൌ ሼ𝑏ଵ, 𝑏ଶ, … , 𝑏ሽ with 
corresponding scores 𝑆 ൌ ሼ𝑠ଵ, 𝑠ଶ, … , 𝑠ሽ, NMS 
firstly selects the one 𝑀 with the maximum score 
and moves it from set 𝐵 to the set of final detections 
𝐹 ൌ ሼ𝑓ଵ, 𝑓ଶ, … , 𝑓ሽ. It then removes any box in set 𝐵 
and its score in set 𝑆 that has an overlap with 𝑀 
higher than a manually set threshold 𝑁௧. This process 
is repeated for the remaining 𝐵 set. 

The detection performance of traditional NMS-
based approaches is usually based on the value of 
threshold 𝑁௧. If the value of threshold 𝑁௧ is low, the 
miss-rate, which shows the ability of the detector for 
balancing recall and precision, may increase, 
especially in crowd scenes. Figure 6 shows an 
example of pedestrian detection results in this case. 
As shown in Figure 6, there may be many pairs of 
crowded pedestrians which have higher overlaps 
than the suppressing threshold 𝑁௧. Within these 
pairs, if the bounding box with the maximum score 
𝑀 is selected, all the surrounding detected boxes that 
have overlaps greater than threshold 𝑁௧ are 
suppressed, including the nearby detected 
pedestrians that actually locate the other ground truth 
pedestrians. In this case, true positives may be 
removed after the NMS processing with a low 
threshold 𝑁௧, thus increasing the miss-rate. On the 
other hand, if the value of threshold 𝑁௧ is high, the 
false positives may increase as many surrounding 
detected boxes that are overlapped often have 
correlated scores. Although more highly overlapped 
true positives can be kept with higher value of 
threshold  𝑁௧, the increase of false positives may be 
more serious because the number of pedestrians is 
typically smaller than the number of proposals 
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Figure 6: Example of Pedestrian Detection Results with Low NMS Threshold.

 
Figure 7: The Flowchart of Soft-NMS Algorithm.

generated by a detector. Therefore, using a high 
NMS threshold is not a good choice either. 
 
2.3.2 Soft-NMS Algorithm 

To solve the problem with traditional NMS 
algorithm on occlusion issues, Soft-NMS algorithm 
[1] defined the re-scoring function as follow: 

 

𝑆
ᇱ ൌ ቊ

𝑠                                    𝑖𝑓 ሺ𝐼𝑜𝑈ሺ𝑀, 𝑏ሻሻ ൏ 𝑁௧

𝑠. ൫1 െ 𝐼𝑜𝑈ሺ𝑀, 𝑏ሻ൯ 𝑖𝑓 ሺ𝐼𝑜𝑈ሺ𝑀, 𝑏ሻሻ  𝑁௧
   (1) 

 
where 𝑆

ᇱ denotes the updated objectiveness score of 
𝑏. Figure 7 shows the flowchart of Soft-NMS 
algorithm based on the re-scoring function. With 
Soft-NMS, the neighbor proposals of the bounding 
box with the maximum score 𝑀 are not completely 
suppressed. Instead they are suppressed based on 
updated objectiveness scores of the neighbor 
proposals, which are computed according to the 
overlap level of the neighbor proposals and the 
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Figure 8: The Flowchart of The Improved NMS Algorithm.

current proposal. In general, Soft-NMS is a variant 
of traditional NMS that decays the score of 
neighboring detections instead of totally removing it. 
However, Soft-NMS still assigns a greater penalty to 
the highly overlapped boxes, which approximately 
equals to that in traditional NMS. 
 
2.3.3 Improved NMS Algorithm 

Based on the above analysis with both 
traditional NMS and Soft-NMS, increasing the 
threshold value in NMS-based algorithm with highly 
overlapped pedestrians in a crowded region seems 
can preserve neighboring detections. In addition, in 
the sparse region, highly overlapped pedestrians 
should be removed, as they are more likely to be 
false positives. To conducts an improved 
suppressing algorithm based on above conclusions, 
this paper first defines a re-scoring function as 
follow: 

 

𝑆
ᇱ ൌ ቊ

𝑠                                    𝑖𝑓 ሺ𝐼𝑜𝑈ሺ𝑀, 𝑏ሻሻ ൏ 𝑁∝

𝑠. ൫1 െ 𝐼𝑜𝑈ሺ𝑀, 𝑏ሻ൯ 𝑖𝑓 ሺ𝐼𝑜𝑈ሺ𝑀, 𝑏ሻሻ  𝑁∝
   (2) 

 

where 𝑁∝ denotes the improved NMS threshold for 
𝑀; 𝑁∝ is defined as follow equation: 
 

𝑁∝ ൌ max ሺ𝑁௧, max ሺ𝐼𝑜𝑈ሺ𝑏, 𝑏ሻሻሻ  (3) 
 

where max ሺ𝐼𝑜𝑈ሺ𝑏, 𝑏ሻሻ is the density score of the 
object 𝑖; the density score is the max bounding box 
IoU of current object with other objects in the ground 
truth set. The density score of objects indicates the 
level of crowd occlusion. 

Figure 8 illustrates the flowchart of the 
improved NMS algorithm based on the density 
score. If 𝐼𝑜𝑈ሺ𝑀, 𝑏ሻ ൏ 𝑁௧ (the neighboring 
bounding boxes are far away from 𝑀), they are kept 
the same as the traditional NMS does. If 
max ሺ𝐼𝑜𝑈ሺ𝑏, 𝑏ሻሻ  𝑁௧ (𝑀 locates in the crowded 
region), the neighboring bounding boxes are 
preserved based on the density score. If 
max ሺ𝐼𝑜𝑈ሺ𝑏, 𝑏ሻሻ  𝑁௧ (𝑀 locates in the sparse 
region), the NMS threshold 𝑁∝ equals to 𝑁௧. Hence, 
the suppressing step is equivalent to the traditional 
NMS, where very close bounding boxes are  
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Table 2: Comparisons of Detection Results with Previous State-of-The-Art Methods on CityPersons Dataset. 

Method Backbone 
Network 

MR-2 (%)  

  Reasonable Heavy Partial Bare Processing 
Time (s) 

Proposed method ShuffleNet 12.9 54.2 14.6 9.2 0.11 

OR-CNN [15] VGG-16 12.8 55.7 15.3 6.7 - 

Repulsion Loss [14] ResNet-50 13.2 56.9 16.8 7.6 - 

TLL [17] ResNet-50 15.5 53.6 17.2 10.0 - 

ALFNet [16] ResNet-50 12.0 51.9 11.4 8.4 0.27 

Table 3: Detection Results of The Proposed Experiments on CrowdHuman Dataset. 

Network MR-2 (%) 

FPN with Faster R-CNN baseline [19] 50.42 

FPN + ShuffleNet 49.18 

FPN + ShuffleNet + Soft-NMS 47.98 

FPN + ShuffleNet + improved NMS 47.62 

suppressed as false positives. Thus, the improved 
NMS algorithm used in this paper applies a dynamic 
suppression strategy, where the threshold rises as 
instances gather and occlude each other and decays 
when instances appear separately. 

 
3. EXPERIMENTS 
 

The proposed approach is implemented in 
Pytorch deep-learning framework with Python 
interface. The CPU used in all experiments is Intel 
Core i7-8700, the main memory is 12GB DDR4 
RAM, and the GPU is NVIDIA GeForce GTX 1080. 
Two widely used datasets are adopts to evaluate the 
proposed method, including CityPersons dataset [7] 
and CrowdHuman dataset [8]. The proposed 
network follows the Faster R-CNN framework [11] 
and uses ShuffleNet [9], pre-trained on the MS 
COCO dataset [10], as the backbone network. All 
the parameters in the newly added convolutional 
layers are randomly initialized by the “xavier” 
method [12]. The proposed network is optimized by 
using the Stochastic Gradient Descent algorithm 
with 0.9 momentum and 0.0005 weight decay, the 
mini-batch is set at one image per GPU. For the 
CityPersons dataset, this paper sets the learning rate 
to 10−3 for the first 20k iterations, and decay it to 
10−4 for another 30k iterations. For the 
CrowdHuman dataset, the initial learning rate is set 
at 10−3 for 10k iterations, and decrease by a factor 
of 10 after the first 20k iterations. 
 
3.1 Experiments on CityPersons Dataset 

The CityPersons dataset is built upon the 
semantic segmentation dataset Cityscapes [13] to 
provide a new dataset for pedestrian detection with 
heavy occlusion. The dataset was recorded across 18 
different cities in Germany with three different 
seasons and various weather conditions. The dataset 
includes 5,000 images with 2,975 images for 
training, 500 images for validation, and 1,525 
images for testing. In this paper, the proposed 
network is trained on the training set and evaluated 
on the validation set. Following the evaluation 
metrics in CityPersons dataset [7], the log miss rate 
averaged over the false positive per image (FPPI) 
range of [10-2, 100] (denoted as MR-2, lower score 
indicates better performance) is used to evaluate the 
detection performance. MR-2 is computed by 
averaging the Miss Rate at 9 FPPI rates over the 
range of [10-2, 100] in log-space. In addition, this 
paper follows the strategy in [14] and [15] to divide 
the reasonable subset in the validation set into the 
Partial subset (10% < occlusion < 35 %), Bare subset 
(occlusion ≤ 10%) subsets and Heavy subset 
(occlusion ≥ 35%). 

To evaluate the performance of the proposed 
approach, this paper conducts experiments on 
CityPersons dataset and compares the detection 
performance with recent pedestrian detection 
approaches, including OR-CNN [15], Repulsion 
Loss [14], ALFNet [16], and TLL [17]. OR-CNN 
designed a new aggregation loss to enforce proposals 
to be close and locate compactly to the 
corresponding objects, and a new part occlusion-
aware region of interest pooling unit to replace the 
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Figure 9: Detection Results on CityPersons Dataset.

RoI pooling layer in order to integrate the prior 
structure information of human body with visibility 
prediction into the network to handle occlusion. 
Repulsion Loss proposed a novel bounding box 
regression loss specifically designed for crowd 
scenes, which prevents the proposal from shifting to 
surrounding objects thus leading to more crowd-
robust localization. ALFNet proposed a novel 
architecture which stacks a series of predictors to 
directly evolve the default anchor boxes of SSD step 
by step into improving detection results. TLL 
proposed a novel method integrated with somatic 
topological line localization and temporal feature 
aggregation for detecting multi-scale pedestrians, 
which works particularly well with small-scale 
pedestrians that are relatively far from the camera.  

Table 2 shows the comparisons of detection 
results with previous state-of-the-art methods on 
CityPersons dataset. It can be observed that the 
proposed method achieves comparable performance 
compared with the state-of-the-art methods on all 
subsets. More specific, the MR-2 of the proposed 
method is 12.9% with Reasonable subset, 54.2% 
with Heavy subset, 14.6% with Partial subset, and 
9.2% with Bare subset. For the processing speed, it 
can be seen that the proposed method can achieve 
significant speed-up. The proposed method takes 
only 0.11 second per image, which meets the 
requirement of real-time detection in intelligent 
transport systems. The above results show that the 
proposed approach is effective in both detection 
accuracy and inference speed, and has a good 
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Figure 10: Visual Results of The Proposed Method on CrowdHuman Dataset.
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potential for processing detectors in crowd scenes. 
Figure 9 shows detection results on CityPersons 
dataset. It can be observed that the proposed method 
is superior on detecting pedestrians of various scales 
and occlusion levels. 
 
3.2 Experiments on CrowdHuman Dataset 

To evaluate the effectiveness of each proposed 
module, this paper conducts experiments on 
CrowdHuman dataset. CrowdHuman dataset [8] has 
been introduced recently to specifically target to the 
crowd issue in the human detection task. The dataset 
includes 24,370 images with 15,000 images for 
training, 4,370 images for validation and 5,000 
images for testing. There are 340,000 pedestrian 
annotations and 99,000 ignore region annotations in 
the training set. In addition, the dataset contains 
approximately 22.6 pedestrians in average per image 
as well as 2.4 pairwise crowd instances. This paper 
follows the evaluation metrics used in CrowdHuman 
[8], denoted as MR-2. All the experiments are trained 
in the CrowdHuman training set and evaluated in the 
validation set. All results are compared to original 
FPN [19] to show the effectiveness of each proposed 
module. Three experiments are conducted on 
CrowdHuman dataset. First, the VGG-16 [18] 
network in FPN is replaced by ShuffleNet 
architecture proposed in this paper. Second, the 
NMS algorithm in FPN is replaced by Soft-NMS 
algorithm. Finally, the improved NMS algorithm 
with the density prediction sub-network proposed in 
this paper is adopted to replace NMS algorithm. 

Table 3 shows the detection results of the 
proposed experiments and FPN. It can be observed 
from Table 3 that using the ShuffleNet network as 
the base network, the proposed approach achieves 
49.18% MR−2 on the validation set, which is better 
than the reported result of FPN with Faster R-CNN 
baseline [19] (50.42%). The soft-NMS algorithm 
slightly reduces the MR−2 by 1.2% for FPN + 
ShuffleNet framework. Combining improved NMS 
algorithm with FPN + ShuffleNet framework, the 
MR−2 score drops to 47.62% with a 0.36% 
reduction compared with soft-NMS. These results 
indicate that adaptive-NMS keeps more true 
positives, and it is a more effective postprocessing 
algorithm for detecting pedestrians in crowded 
scenarios. Figure 10 shows some visual results of the 
proposed method on CrowdHuman dataset. It can be 
seen that the proposed network keeps more crowded 
true positives and still removes false positives in the 
sparse region at the same time. 

 
 

 

4. CONCLUSIONS 
 

This paper presents a deep learning-based 
framework for pedestrian detection in a crowded 
scene. In the proposed framework, a reduced 
ShuffleNet network is used to generate base 
convolution layers, which enhance the performance 
of pedestrian detection in crowded scenes in both 
detection accuracy and inference speed. Meanwhile, 
to solve the issue of highly overlapped pedestrian in 
crowded scenes, an improved non-maximum 
suppression algorithm is developed based on density 
score map generated by density prediction sub-
network. The improved non-maximum suppression 
algorithm proposes a dynamic suppression strategy, 
where the threshold value for suppression rises as 
pedestrian instances gather and occlude each other 
and decays when pedestrian instances appear 
separately. Extensive experiments on CityPersons 
dataset and CrowdHuman dataset with popular 
pedestrian detection frameworks demonstrated the 
effectiveness and robustness of the proposed 
method. More specific, the proposed approach 
achieved comparable detection accuracy while being 
faster. In the future, this paper plans to extend the 
proposed method to detect other kinds of objects 
such as car, bicycle, tricycle. 
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