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ABSTRACT 
 

Predicting the travel mode choice is an important task of transportation planning and policy making to 
understand inter-urban mobility. It enables the enhancement of the third step of the widely used four-step 
model. While advances in machine learning have led to numerous powerful predictive models, their 
usefulness for modeling travel mode choice remains none widely explored. The aim of this paper is to fill in 
this gap by proposing an advanced machine learning approach tailored to this problem. That is, using 
extensive Moroccan travel diary data in the year 2016, enriched with numerous individual and household 
features, our contribution consists of investigating the importance of applying the feature selection approach 
while using support vector machines (SVM) as a predictive model.  The experimental results show that the 
adopted approach outperforms both native SVM and the artificial neural network, which are the most 
common data-driven techniques of dealing with such a problem. 
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1. INTRODUCTION  

For developing countries such as Morocco, 
the prediction of the travel mode choice is crucial for 
an accurate modeling and understanding of the inter-
urban mobility system. Indeed, the travel mode 
choice is an important issue for transportation 
planning and policy making to predict travel demand 
and understand the underlying factors, by 
conducting data-based assessments of different 
programs, policies and infrastructure projects.  More 
precisely, it enables to predict the national mobility 
within the country and therefore give decision-
makers better visibility to decide on the priority of 
transport infrastructure projects, applicants in terms 
of investments, and know how to manage different 
crises (e.g. financial crisis, COVID-19 pandemic 
…). 

Therefore, the performance of travel mode 
prediction has received growing attention in the last 
few years. In fact, recent advances in travel data 
processing have powered many of the recent 
innovations in inter-urban transportation of different 
countries. In particular, Morocco has made 

tremendous progress in the transport sector, as it is 
one of its main areas of interest.  

The integration of machine learning for 
predicting model choice can be included in various 
systems, including the one adopted in Morocco, and 
our goal in this study is to include machine learning 
to improve the existing system, which is adopted by 
the Moroccan Department. In fact, the Department 
of Equipment and Transport makes use of a trip 
based travel demand model, which is often called a 
four-step model. That is, the Department has 
justified its choice as this model is based on socio-
economic variables and it can therefore help to 
simulate the evolution of its parameters and see their 
impact on the mobility and the modal choice. 
Looking at this model, in general, the procedure 
takes a top-down approach, from the decision to 
travel, to a destination and mode choice, up to ending 
with the road choice. The four steps are named 
respectively trip generation, trip distribution, mode 
choice and trip assignment. This paper is a part of a 
research project which aims to model the inter-city 
national mobility by focusing on this third step.  
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 The incorporation of machine learning is 
crucial, as it is the basis of this third step of this 
model. In fact, this step, which consists of predicting 
the choice of travel mode for each traveler based on 
their personal data in addition to his target. Other 
works done for instance in France adopt the 
traditional logit model. However, this approach 
needs a precise database suitable to this kind of 
models. However, due to the hardness of obtaining 
such data in the case of Morocco, and therefore the 
necessity of taking advantage of machine learning 
approaches that could enable us to deal with the 
available data in the most accurate way. Moreover, 
the issue of predicting the choice of mode of travel 
is complicated by the fact that it is influenced by 
various factors, including the characteristics of the 
individual and the household. Therefore, the 
construction of an accurate model with traditional 
methods such as the multinomial logit model (MNL) 
can be difficult because of the variety and non-
linearity of these factors [17]. Thus, methods based 
on machine learning techniques like artificial neural 
network [19], and support vector machine (SVM) 
[29] can give better results than traditional methods 
[21]. 

Our aim in this paper is therefore to propose 
an alternative approach to the Logit model. In fact, 
as indicated before, the adoption of the MNL 
approach as done in other countries is demanding in 
terms of data reliability and in particular the step of 
modal choice which consists in predicting which 
mode the traveler will choose to move while basing 
himself on his personal data (gender, socio-
professional category, having a vehicle or not,…) as 
well as those of the journey (mileage, reason for the 
trip, journey time,…). 

More in practice, we propose in this paper 
to apply an advanced machine learning approach to 
tackle this prediction problem. That is, we aim in the 
experiment to investigate if the proposed improved 
machine learning approach give better results in 
terms of predicting the modal choice for a Moroccan 
traveler than those reached by classical machine 
learning approaches. 

The rest of the article is organized as 
follows. In the next section, we describe the related 
works. In Section 3, we present the concepts related 
to our improved machine learning approach. 
Sections 4 and 5 present the experimental setup and 
the results obtained. Finally, we conclude and 
present the perspectives of our work. 

2. LITERATURE REVIEW 

In this section, we give a brief review on 
related works to our subject. Our aim is to present a 
review of different methods used for travel mode 
prediction in order to justify our choice. 

First of all, we must note that the purpose 
of transport demand models is to simulate the 
behavior of travelers during the period under 
consideration. A travel is the movement of persons 
from an origin to a destination to perform certain 
activities, using particular means of transport. 
Travels are made according to several reasons, 
namely: work, studies, leisure, services, etc. In this 
article, we are interested in the four-step model, 
since it is the one adopted by the Moroccan 
Department of Equipment and Transport.  The aim 
of this model introduced in 1960 [11] is to predict 
the number of trips for different travel modes and 
routes taken between different origin and destination 
zones. 

Various approaches have been adopted to 
model the choice of the travel mode. For examples, 
the authors of the paper [12] have adopted an 
approach of dividing individual travelers into a 
number of groups based on their individual 
characteristics. It was performed using cluster 
analysis through a statistical analysis system 
software. Trips to a central business district, the city 
of Nanjing (China) were taken as a case study. The 
traditional way to deal with such a problem is the 
multinomial logit model [2], it has been evaluated 
for the first time in 1981 on data provided by the 
Chicago Area Transportation Study (CATS). In 
addition, in [8], a developed heteroscedastic model, 
in addition to the multinomial logit model, and the 
nested logit model have been applied to the 
estimation of the corridor of Toronto-Montreal. 

These models have been applied to 
different case studies, regarding the four-step model, 
it has been applied in different countries. For 
instance, [1] describes the process of applying such 
a model using a simplified transport network in 
Dhaka City, Bangladesh. 

We can see that a number of recent 
empirical studies have shown that machine learning 
can outperform logit models in terms of predictive 
accuracy. See for instance [36]. Thereby, in this 
paper, we interest especially on how to integrate 
machine learning to tackle this issue. Machine 
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learning techniques have gained prominence in 
recent years. It has successively solved various 
problems in pattern recognition [18], natural 
language processing [10], recommendation [22], and 
automatic control of algorithms [14]. 

The most adopted machine learning 
methods for travel mode choice prediction are 
artificial neural network (ANN) and support vector 
machines (SVM) [17]. In the following, we highlight 
some of the recent papers that used and compared 
these two approaches. 

Firstly, regarding the underlined paper 
([17]), it compared and analyzed the performance of 
these two methods and analyzed the impact of 
different variables (characteristics). According to 
this article, the support vector machine model should 
be used as an alternative approach for modeling the 
choice of travel mode because of its promising 
performance and simple implementation, comparing 
to multinomial logit. With respect to the comparison 
with the feed-forward multilayer neural network, 
SVM showed better results and the neural network 
was more prone to over-fitting. Also, in [34], a 
support vector machine model was tested and 
outperforms a multinomial logit model and a 
feedforward neural network model, based on a 
collected data in California. 

On the other hand, Gazder [15] proposed a 
combination of logit model and ANN, for mode 
choice modeling. This model performed better than 
logit models and artificial neural networks. The 
paper in [35] was intended to apply probabilistic 
ANN for the prediction of travel mode choice. In that 
paper, the network structure has been established on 
the basis of data obtained from the resident 
displacement survey, then the K-means cluster 
algorithm was applied to optimize the number of 
hidden nodes. In [30], a deep learning approach was 
adopted based on a reported preference survey 
conducted in Singapore. Their approach has 
generated reasonable economic information at the 
aggregate level, either by the model set or by the 
average of the population. In [28], a survey of 
reported preferences was conducted among a 
number of participants. Information on three route 
attributes, including journey time, travel time 
fluctuations, and fuel cost, was provided to 
participants to enable them to make decisions on 
route selection. The results showed that SVM has a 
much higher computer efficiency than neural 
networks. The authors of the paper [20] showed that 
asymmetric data sets, linear and semi-linear models 

tended to work better, while nonlinear-models such 
as SVM is adequate for more balanced data sets. 
Their proposed method was tested on the new 
Chicago Travel Tracker Survey dataset, and 
prediction performance was evaluated across 
different data-mining algorithms. In [31], based on 
data obtained from Beijing public transit smart 
cards, an SVM classification scheme was established 
to identify commuter mode choices. 

Other modeling techniques based on 
machine learning can be used to solve this problem. 
For example, in [32], a heterogeneous Hidden 
Markov Modeling (HMM) approach has been 
proposed to model dynamic discrete choices. The 
approach has been evaluated and demonstrated on a 
travel mode choice application using the ten-wave 
Puget Sound transport panel. HMM is also a 
powerful machine learning tool that has been applied 
to other transportation issues, such as airline 
scheduling [7]. Markov process theory, in general, 
has been proven for application in airline transport 
like in [5] and [13]. Notably, the use of Markov 
model has been applied in [4] to deal with gate 
disturbances in airport. A most recent machine 
learning models for transport systems can be found 
also in [3] and [6]. However, in this article, we are 
interested in predicting mode choice and therefore 
we advocate the use of data-based approaches such 
as SVM and ANN. 

Regarding SVM, it has successfully tackled 
different problems, including demand forecasting 
and electric load forecasting. Regarding the former, 
it has been shown in [33] that the use of support 
vector regression (SVR), the regression form of 
SVM can be useful to have an accurate prediction for 
this problem. Concerning the later, it has been 
presented in [25] that the experimental results on two 
widely used electric load dataset show that support 
vector machines (in particular SVR) can yield better 
results for this problem. This paper shows also that 
feature selection has improved the performance of 
support vector machines. More details on feature 
selection and its importance can be found in the 
following section. We can also note in this part that 
support vector machines has been hybridized with 
other statistical methods such as ARIMA to deal 
with forecasting problems (see for instance [24]). 

At the end of this section, we can conclude 
that machine learning is suitable to deal with the 
problem of travel mode prediction, that SVM and 
ANN are the most common approaches to deal with 
this problem while   using the four-step model. 



Journal of Theoretical and Applied Information Technology 
15th May 2020. Vol.98. No 09 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
1460 

 

3. THE PROPOSED APPROACH FOR 
TRAVEL MODE CHOICE PREDICTION 

3.1 Support Vector machines 

The Support Vector Machine (SVM) is a 
recent tool from the field of machine learning based 
on a robust mathematical theory. It has been 
successfully applied in many areas and has recently 
attracted increasing interest from researchers.   It has 
been first introduced by Vapnik et al.   (1992) [9] and 
was applied firstly to pattern recognition 
(classification) problems. Recent research has given 
extensions to regression problems, including time 
series forecast. That is, an SVM version for 
regression (SVR) was proposed by Vapnik et al. in 
1997 [29]. 

This subsection introduces briefly the 
concept of SVM. In the soft margin version of SVM, 
we have to optimize this problem: 

 

                              (1) 

 

(2) 

Where the 𝑦௜ are either -1 or 1, each 
indicating the class to which the point 𝑥௜ belongs.  
Each 𝑥௜ is a p-dimensional real vector. 

The constant 𝐶 ൒  0 determines the 
compromise between the flatness of the model and 
the error on the training set. 𝜉௜ denotes the training 
error and represents the number of samples. 𝜑 
correspond to the kernel trick which is briefly 
illustrated below (more details on these parameters 
can be found in [26]). 

The kernel trick avoids having a direct 
mapping that is needed to get linear learning 
algorithms to learn a decision limit. In the input 
space, some functions can be expressed as an inner 
product in another higher- dimensional space (this 
space can be infinite). The most well-known kernel 
is the radial basis function (RBF). Indeed, the RBF 
is the core widely used because it offers both good 
performance and low complexity. We have therefore 
adopted in this paper the RBF kernel, which is 
defined as follows: 

       (3) 

As mentioned earlier, in SVM, we adopted 
kernels to transform a nonlinear classification 
problem into a linear problem. In particular, we use 
the RBF kernel as follows: 

                    
                                (4) 
 

where w is the weight vector 

We want then a linear classifier in an 
infinite-dimensional kernel space: 

      
               (5) 
 

On the other hand, this problem can be reformulated 
as a Lagrangian, which as above, we need to 
minimize with respect to w, b and ξi and maximize: 

 
    (6) 

 
We can compute then w and b according to the 
following equations: 

 
                        (7) 
     

                                                             
                                  (8) 
 

 
3.2 Feature selection 

Nowadays, choosing the most suitable 
subset among a large number of datasets is one of the 
most interesting and difficult problems in solving 
different prediction problems. Therefore, feature 
selection (FS), also known as variable or attribute 
selection, aims to select the most relevant input 
features within a dataset. It has many advantages 
because it can improve the prediction ability of the 
algorithm by eliminating irrelevant inputs, reducing 
data for accelerated training, and increasing 
processing efficiency [27]. It is usually utilized to 
identify a subset where the meanings of features are 
important. 

There are three main approaches for feature 
selection [16]. Filter ones are based on information 
theory, wrapper and embedded approaches utilize a 
machine learning algorithm to score features subsets 
based on their predictive ability. In embedded 
approaches, the selection is done in the training 



Journal of Theoretical and Applied Information Technology 
15th May 2020. Vol.98. No 09 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
1461 

 

process while in wrappers, the machine learning 
classifier is used as a black box. 

Most feature selection algorithms perform 
a search in space subsets of features. Some 
characteristics affect the nature of the research: the 
most important is the organization of the research 
(the heuristic strategies are generally more feasible 
and adaptable to this problem) and the evaluator (we 
can distinguish two main families of methods: filter 
and wrapper). In this article, we use a wrapper 
approach based on the predictive accuracy of support 
vector machines. You can find more details on these 
approaches in [26]. 

 

3.3 Artificial neural network 

In this paper, we compare support vector 
machines with artificial neural networks (ANN). 
Therefore, this section gives a brief description of 
the idea beyond ANN. Neural networks are a set of 
algorithms, loosely modeled based on human brain 
inspiration, as support vector machines, it was 
designed primarily to recognize patterns. ANN 
interpret different data according to a sort of 
perception of the machine, labeling the raw inputs. 
Neural networks can be used for both prediction and 
classification. 

4. EXPERIMENTAL SETUP 

4.1 Data engineering 

In this study, we use a provided dataset that 
illustrates the choice of mode of travel for 1146 
Moroccan passengers in 2016. In these data, the 
number of samples is 1146, and the number of 
features is 58. The features concern socio-economic 
parameters. Such as the type of housing, vehicle 
ownership, origin and destination of the trip. Our 
goal is to apply machine learning algorithms to 
predict whether the traveler will use public transport 
or their own car. We should also note that we only 
included observations with complete records in our 
study. In addition, a challenging issue with such a 
dataset is to be normalized. This dataset is described 
within the next paragraphs. 

 

4.2 Categorical features 

The first issue within this dataset is to 
manage categorical features. In other words, many 
machine learning models, such as SVM, are 
algebraic. This means that their entry must be 
numeric. To use these models, categories must first 
be transformed into numbers before we can apply 
these machine learning algorithms to them. The 
approach adopted for feature engineering involves 
some form of transforming the categorical values of 
features into numeric values, and then applying a 
coding scheme to those values. For that, we adopted 
the following Python code: 

 

Figure 1: Converting categorical features in Python 

 

 

4.3 Data splitting and over-fitting 

Another essential issue while pre-
processing the dataset is to divide the dataset. 
Indeed, one of the challenging issues while using 
machine learning is over-fitting. This occurs when a 
model learns the details and noises in the learning 
data as they negatively impact the performance of 
the model with new data. Therefore, to obtain an 
accurate assessment of machine learning models, 
they must be evaluated using invisible data. This is 
why it is necessary to divide the dataset into training 
and testing data. The training data and the testing 
data: the training is used to build the model and the 
testing equipment to evaluate it on new data. 

In our experience, 80% of the samples are 
used for training, while the remaining 20% are used 
for testing. To summarize our approach, we depict in 
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the following flowchart the main steps for our 
approach: 

 

Figure 2: The Flowchart of the adopted approach 

 

4.4 The adopted package 

To compare and conduct the experiment, 
we have adopted the Sickit-learn package [23]. 
Scikit-learn is a Python module integrating a wide 
range of advanced machine learning algorithms for 
supervised and unsupervised problems. It has been 
very successful in recent years and is one of the most 
adopted packages these days. 

 

4.5 Evaluation measurement 

The typical way to compare machine 
learning models is to compare their accuracy on the 
test set. However, we can extend the comparison 
using the confusion matrix. 

This matrix (which is often used for an 
unbalanced dataset) is a summary of the prediction 
results on a classification problem. The purpose of 
the confusion matrix is to show the number of 
correct and incorrect predictions summarized with 
count values and broken down by class. It illustrates 
how your classification model is confused when 
making predictions. This means that it gives us more 
errors made by a classifier, the types of errors made. 
The three elements of the confusion matrix are the 
precision, the recall and the measure F (F1-Score). 

In order to define the elements of this 
matrix, we describe below the necessary definitions 
and abbreviations: 

Table 1: Abbreviation Meaning. 

 Abbreviation Meaning 
Positive (P) Observation is positive 

True Positive 
(TP) 

Observation is positive, and 
is predicted to be positive 

False Negative 
(FN) 

Observation is positive, but 
is predicted negative 

True Negative 
(TN) 

Observation is negative, and 
is predicted to be negative 

False Positive 
(FP) 

Observation is negative, but 
is predicted positive 

 

We these definitions, we can define the 
accuracy, precision, recall and F-measure with the 
following formula: 

 

           (9) 

 

                          (10) 

 

                                (11) 
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       (12)                                                                   

 
 

5. EXPERIMENTAL RESULTS 

5.1 Comparison with conventional machine 
learning techniques 

In this section, we compare the proposed 
approach to the main approaches used to solve this 
problem, namely support vector machines and the 
artificial neural network, as previously emphasized. 

First, we compare the accuracy of the 
algorithms on the testing set as shown in the 
following table:  

Table 2: COMPARISON OF THE PERFORMANCE 
USING THE CONFUSION MATRIX. 

Data sets SVM-FS SVM ANN 
 Accuracy 0.76623376 

62337663 
0.7229437 
229437229 

0.70995 
670995671 

 

In addition, in the following table, we 
depict the values of the three elements of the 
confusion matrix. (precision, recall and F1-score): 

The following table shows different 
performance measurement obtained: (”SVM-FS” 
corresponds to our approach, “SVM” means that we 
use the native model and “ANN” is the artificial 
neural network) 

We can see from the previous table that our 
model (SVM-FS) with FS have better values SVM 
without FS. We can conclude then that our approach 
may improve the performance of the SVM model. 

Table 3: COMPARISON OF THE PERFORMANCE USING 

THE CONFUSION MATRIX. 

Data sets SVM-FS SVM ANN
Precision 0.74 0.73 0.71 

Recall 0.81 0.70 0.72 
F1-score 0.78 0.72 0.71 

Furthermore, we can see that the feature 
selection process has improved the prediction 
capacity of SVM (by comparing SVM-FS with 
SVM) which means that the eliminated attributes do 

not have a great impact on the travel mode choice. 
They can be then replaced by other attributes who 
can have a more impact on travel mode choice. 

5.2 Analysis of the approach results 

In this section, we conduct a further 
examination of the performance. For that, we depict 
in the following figure 3 and 4 the confusion matrix 
of SVM while using feature selection (more details 
on the explanation of the various parameters can be 
found in [23]). 

 

 
 

Figure 3: The confusion matrix of the adopted approach 

 
 

 

Figure 4: Plotting the confusion matrix 
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We can conclude at the end of this section 
that the proposed approach can yield good results 
both in terms of precision and recall. 

6. CONCLUSION 

In this paper, we investigated the 
effectiveness of using feature selection to improve 
the performance of the support vector machine for 
the travel mode prediction. Experimental results 
show that our proposed approach (SVM-FS) offers 
better computational performance than native SVM 
and the artificial neural network described above. 
We can conclude that the selection of the most 
relevant feature and the model selection of SVM can 
enhance the accuracy for travel mode choice 
prediction. This result can be useful, especially in the 
case of large datasets with many features or 
variables. 

These results show that the proposed 
approach could improve the prediction of the 
traveler's mode choice, for the case of Morocco. 
Therefore, it could improve the quality of the 
assignment on the transport networks and 
subsequently give better visibility for decision-
makers to optimize transport infrastructure projects 
and guarantee better mobility to citizens. More in 
general, this work could pave the way for 
different researches tailored to model the interurban 
mobility in Morocco through the four-step model. 

But, to take advantage from this, future 
research should attempt to compare our approach 
with other state of the art algorithms and to validate 
it. Furthermore, more details have to be provided on 
how to integrate this approach into the existing 
system used by the Moroccan Department of 
Equipment and Transport. In addition, we can 
investigate the use of other methods instead of the 
four-step model. 
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