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ABSTRACT 
 

Due to the expanded use of the internet and the revolution of the information technology field, people are 
beginning to read news online more and more. For that reason, online news has become the main source of 
information for the majority of people, and predicting the popularity of online news has become a hot topic 
as it could help writers present competitive and highly readable  news. These predictions can be done by 
using machine learning techniques. This paper introduces some of the most well-known prediction 
classification models in data mining like Random Forest, Bayes Net, Logistic Function, C4.5 and Simple 
Cart which has been applied in order to predict the popularity of the online news. The objective of this 
paper is to evaluate the performance of these different models on real-world online news data. The 
experiment results revealed the success of some of these models in predicting the popularity of online news 
with relatively high accuracy. The performance of the five models is evaluated by some of the most popular 
metrics such as Accuracy, Root Mean Square Error (RMSE), Kappa Statistic, TP-Rate, FP-Rate, Precision, 
F-Measure and ROC Area values. Finally, feature filtering techniques are applied in the study to improve 
the model's performance and identify the most influential features affecting news popularity. 
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1. INTRODUCTION  
 

An article is a written work that can be published 
either in hard copy format (e.g.newspapers) or in 
soft copy format (e.g. online article) [6]. Due to the 
ever-growing use of the internet,  social networks 
and technological revolution   (e.g. the use of smart-
phones) thousands of online news sites were 
available to online readers [12], so users tend to 
read online news more than newspapers, which 
makes online news the main source of information  
for the  major part of the community [15]. 
Moreover, online news has many features that make 
them more adopted by news organizations, like the 
small size, low publication cost, and easy 
construction [23]. 

 An article is considered to be a popular piece of 
news if it is among the most read and appealing 
articles on a particular day of publishing in a certain 
news outlet [12]. The popularity of an article can be 
measured based on several factors, such as the 
number of views, comments, likes, votes, or shares 
through social networks or by email [8, 27].  

The Popularity of news is valuable and useful for 
many sectors, like business, marketing and online 
advertising, recommendation systems, and even in 

political activities, because people prefer reading 
the most popular articles and sharing it with friends, 
which is likely to influence public interest and 
opinions [4]. Many companies in the world spend 
up to 30% of their budget on online marketing [24], 
therefor, online news web sites and social media 
pages compete to attract more readers and try to 
improve the quality of online articles before their 
publication in order to attract these companies. 
Moreover, news sites can employ predictions in 
order to highlight their popular news [23], and 
arrange it on their home page accordingly [15], to 
try to attract the readers by identifying their interest 
and focusing on the relevant and engaging news 
that they will find interesting [12]. As a result, 
online news web sites can allocate their resources 
better to write stories on the selected topics at the 
right time [27]. Furthermore, online readers can 
filter the huge amount of available information 
quickly and easily, and focus on the most important 
ones [23, 27]. On the other hand, it can help 
governments allocate harmful news and stop 
publishing such news [15].  Many features may 
influence users' interest in a piece of particular 
news, such as the topic, timing, length, position on 
the web page, keywords, or extra media [12]. 
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Because predicting the popularity of online news 
accurately before publishing  would be helpful for 
online sites workers,  this subject is becoming one 
of the most recent research trend for businesses as it 
helps in identifying whether a piece of news will 
capture the readers' attention. Additionally, online 
advertisement strategies have become increasingly 
interested in understanding reader behavior and 
predicting the articles that may gain big user notice 
[23]. Hence, it is necessary for social networking 
websites and online news writers to build an 
automated model that predicts the popularity of 
news prior to their publication, and such models can 
be implemented through the use of business 
intelligence and data mining tools. 

 Predicting the popularity of online news is a 
challenging and complex task for many reasons 
since too many factors affect the popularity of a 
topic. First, it is hard to measure the quality of the 
content or its relevance to the readers' interest, 
besides the inaccessibility of the contexts outside 
the web, as well as the local and geographical 
conditions that may influence the population and 
make the prediction more difficult. Moreover, the 
relationships between the content and the events in 
the real world are hard to capture and feed into the 
prediction engine [27]. Also, the popularity depends 
totally on user behavior, interest, feelings, and point 
of view which is very hard to be predicted. 
Prediction, especially prior to publication, lacks 
many discriminatory features.  In addition, complex 
social interactions and information cascades make it 
very hard to predict at the microscopic level. 
Furthermore, it is hard to analyze the text of the 
web and semantic data; the structure of the network 
and the interaction between the different layers of 
the web presents another challenge [27, 4] and the 
page structure complexity like the first page 
location and the second page make the prediction 
even more difficult. Other unpredictable factors 
such as social media influencers, can also affect the 
future of a topic [15]. 

Data mining models present an appropriate 
method for this purpose especially with a 
classification approach since it can label the data 
into predefined binary classes (e.g. “true”, “false”).  
Several data mining algorithms can be implemented 
for predicting the news popularity such as Decision 
Trees (DT) and Support Vector Machines.  

There are two approaches that can be followed by 
prediction techniques in order to measure news 
popularity; the first one is after publication, which 
captures users' attention for certain news items after 
their publication. This approach expects higher 

accuracy since it is easier to utilize the features of 
reader attention after publication, such as click 
stream and comments information. The other one is 
prior to publication, which presents a more 
challenging approach and expects lower results, as 
it relies on metadata features instead of original 
news content [27]. This paper aims to develop a 
model based on machine learning to predict the 
popularity of online news   prior to its publication 
by using different classification algorithms. The 
goal is to obtain a model with high predictive power 
that decision makers can rely upon. Consequently, 
real dataset has been used   from the UCI Machine 
Learning Repository with 39,644 articles from the 
Mashables online news website. A binary 
classification is used to consider whether an article 
is popular or not based on the number of the article 
shares across social media sites. 

This paper is structured as follows: Section 2 
presents the existing works relevant to predicting 
online news popularity. Section 3 describes the 
followed methodology based on classification 
algorithms and discusses evaluation metrics. The 
results are then analyzed and the performances 
compared in Section 4. Finally, the conclusion is 
presented in section 5. 

2. RELATED WORKS 

Many factors play an important role in the 
popularity of news on social media platforms and 
must be taken into consideration, like news content 
[10] promotion, social influence, connections, and 
sharing [8]. Several algorithms were implemented 
for predicting the popularity of online news, but the 
most popular ones were the Decision Tree and 
Support vector Machine [12, 19, 17]. 

 
Some researchers such as Kelwin et.al. [9] 

proposed a system called Intelligent Decision 
Support System (IDSS) that first analyzes an article 
prior to publishing and predicts its popularity,   then 
it optimizes a set of article features that can be 
changed by the author to enhance the prediction. 
The authors collected a large dataset of articles 
(almost 39,000) articles from the Mashbel news 
service and the best result was achieved by using 
Random Forest (RF) with an accuracy of 0.67%. 
The authors then donated the collected data to the 
UCI Machine Learning Repository. 

 
A study that was conducted on real dataset 

from UCI Machine Learning Repository, aimed to 
find the best model to predict the popularity of 
online news by using data mining  methods, the 
author used LDA  to reduce the dimension as well 
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as three different learning algorithms, such as 
AdaBoost, LPBoost, and Random Forest. The best 
result was gained using the Adaptive Boosting 
model, as it has achieved an accuracy of 69%, and 
an F-measure of 73% [8]. A study done by 
Choudhary aiming to maximize the rate of 
popularity prediction of an article by selecting a 
minimum number of optimum features. Using 
dataset from the UCI Machine Learning Repository 
with 39,644 articles with 60 attributes, and one 
class label attribute. Genetic algorithm was used to 
get the best set of attributes that should be 
considered while constructing an article. The results 
showed that Naïve Bayes had the best prediction 
value for 32 attribute set with an accuracy of 
93.46%, and Neural Networks had the best 
prediction value for 18 attribute set with an 
accuracy of 91.96% [6]. 

 
In addition, Alexandru et al. [23] studied 

the problem of predicting the popularity of news 
articles according to user comments, and their goal 
was to accurately rank articles based on their 
predicted popularity. Authors used data from a 
renowned French online news platform, their 
results showed that simple linear regression is the 
best prediction method as it improved the ranking 
performance. Moreover, Hensinger et al. [12] tested 
popularity prediction based on the ‘‘appeal’’ 
function, were popular articles are considered to be 
the most appealing on a particular day. The authors 
used Ranking Support Vector Machines (SVM) 
along with text features, like keywords to obtain 
better results for the appeal function. Data was 
collected from six different outlets over a period of 
1 year. SVM gave high computation results. As for 
Arabic articles on Wikipedia, Hanadi Muqbil, AL-
Mutairi, Mohammad Badruddin, Khan used several 
classifiers, such as; DT, Wjrip, and NB for 
predicting popularity levels  based on stimulant 
features. They found that the two main external 
stimulants that are the most important in predicting 
the popularity of trending Arabic Wikipedia articles 
are breaking news and annual events [1]. Ioannis 
Arapakis, B. Barla Cambazoglu, and Mounia 
Lalmas [2] performed a study on cold-start news 
popularity prediction, which was conducted on 
13,319 news articles acquired from Yahoo News. 
The popularity was measured based on two metrics:  
tweet counts and page views. The experimental 
results of the classifiers used (like NB, J48, and 
SVM) revealed a bias to learn unpopular articles 
due to the imbalanced class distribution. Also they 
indicated that predicting the news popularity at 
cold-start is a difficult task. This research aims to 

use other data mining algorithms and make a 
comparison among them in order to find the best 
model for predicting the popularity of online news. 
Furthermore, it highlights the most important 
features affecting news popularity, which helps 
editors, writers, and decision makers to enhance 
popularity and prediction rates.  

 
3. METHODOLOGY 
 

In order to develop the news popularity 
model, a methodology based on three stages is 
followed and implemented. The methodology 
consists of the following steps in order: data 
acquisition, followed by construction of the 
classification models and performance evaluation 
of the models. These stages are described in detail 
as follows: 

Table 1: Part of the available features. 

Feature 
WORD Number of words of the 

title/article Rate of non-
stop/unique words 

Links Number of links; Minimum, 
average an maximum number 

Digital 
Media 

Number of images and videos 

Time Day of week 
Published on weekend? 

Keywords Number of keyword average of 
keywords(min./avg ./max.shares) 

NLP Title subjectivity 
Title sentiment polarity 

Target Number of shares 
 

3.1 Data Acquisition 
As mentioned before, the used dataset was 

obtained from the UCI Machine Learning 
Repository, which were basically collected and pre-
processed by K.Fernandes [9]. The dataset consists 
of 39,644 articles that have been posted on the 
Mashable website between the years 2013 to 2015, 
with a total of 60 attributes  and one class label 
“shares” (as numerical values) to  describe the 
various features of each article. After loading the 
CSV data file, a new column was created for the 
popularity (as a nominal value) after the shares 
column. Using the IF function; the class is  popular 
“Yes”, if the number of shares is greater or equal 
than  1400, otherwise it is considered as not popular 
and labeled with “No”. Moreover, URLs and 
timedelta columns were removed because they were 
meta-data and cannot be used as characteristics, 
also we removed the shares column and assigned 
the popular column to  be the class label, which 
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finally led to a total of 59  attributes. One  
important aspect in the machine learning workflow 
is to check whether the dataset is imbalanced 
(unequal distribution of instances between its 
classes), it was found that the number of instances 
with the class label “Yes” were equal to 21,154 
while instances with class label "No" equal to 
21,199. Hence, the used dataset is balanced. Part of 
the features set is categorized in Table 1. 

 
3.2 Constructing the Classification Models 

 
In this paper, five different prediction 

algorithms were applied to the same dataset to 
check their performance in predicting the 
popularity of online news. 

 
 Random Forest: Random Forest is a 

classification method that combines many 
decision trees based on individual sets of 
examples from the dataset. Each tree 
depends on the values of a random vector 
sampled independently and with the same 
distribution for all trees in the forest. In the 
Random Forest algorithm, the results of 
decision trees are combined to select the 
most popular class. The Random Forest 
classifier can be defined by the relation: 
 

H(x) = argmaxY 


k

i 1

I(hi (x) = Y)     (1) 

Where k is the number of decision trees, Y 
is the class label, and H(x) is the final 
combined classifier [18]. Random Forest 
has many advantages that contribute to its 
popularity, it is easy to implement, 
classifies correctly, robust, and able to 
handle a large set of data. 
 

 Bayes Net: Bayesian Network is a 
classification algorithm that is based on 
the theorem of Bayes, where the 
probability of each node is measured, and 
a Bayesian Network is formed. A 
Bayesian Network (BN) is a probabilistic 
graphic model that allows us to manipulate 
probability distributions effectively [3]. 
Bayesian Network is a cyclically directed 
graph that shows a data feature and a set of 
probability distributions in every node [5]. 
Probabilistic classification can be 
performed by Bayes theorem as follows: 

 

)(

)()|(
)|(

XP

CPCXP
XCp         (2) 

 
 Logistic Function:  It is a classification 

algorithm used for predictive problems 
and it is based on the concept of 
probability. The logistic function can be 
defined as the sigmoid function. It is 
useful to predict the presence or absence 
of a feature or a result based on the values 
of a series of predictor variables. It is 
similar to a linear regression model but 
suitable for models that have a 
dichotomous dependency variable [14]. 
The sigmoid method was used to model 
expected probability values, as the method 
maps every true value to a different value 
from 0 to 1. 
 

 SimpleCart: It is a prediction algorithm 
developed by Leo Breiman in the early 
80s. It relies on historical data in order to 
build a decision tree, and it works with 
either categorical or numerical attributes 
that differentiate it from other decision tree 
algorithms [21]. CART can handle outliers 
as it isolates them in individual nodes 
during the splitting process. The CART 
algorithm adapts the following steps: it 
first constructs the maximum tree size, 
then finds the right tree size, and finally 
makes the classification using a 
constructed tree [25]. 
 

 C4.5: It was developed by Ross Quinlan 
and is used to generate a decision tree 
[11]. It is an extension of the ID3 
algorithm that aims to overcome most of 
the ID3 weaknesses such as dealing with 
noise and missing data.  C4.5 builds a 
decision tree based on the information gain 
concept. The attribute with the highest 
information gain is placed as the splitting 
node.  Furthermore, C4.5 uses Gain Ratio 
for the attribute selection criteria. This 
method contains two concepts, Gain and 
Split Info [22]. 

 
 
 
3.3 Data Acquisition 

 
In order to evaluate the performance of the 

proposed algorithms on the same online news 
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dataset, Weka 3.9.3 was used for the evaluation 
process. Weka is a popular open-source suite of 
machine learning software written in Java and 
developed at the University of Waikato, New 
Zealand. Weka has a simple interface to operate 
with, and it can be implemented on any platform. 
Weka supports various tasks of data mining like 
data pre-processing, clustering, classification, 
regression, visualization, and feature selection. In 
our experiment we implemented Weka on windows 
10 with 8 GB RAM. Moreover, for dividing the 
dataset into a training and testing set, 10-fold cross-
validation was used. 10-fold cross validation is a 
common method in machine learning that is used to 
evaluate machine learning models; it   randomly 
divides the dataset into 10 groups (folds) of 
approximately equal size. The first fold is treated as 
a validation set, and remaining the 9 folds are 
treated as a training set. This process is repeated 10 
times, and then the model's accuracy is calculated 
as the average of the obtained accuracy in each 
round [26]. The measurement in this paper of the 
experimental result is evaluated by using the 
Confusion Matrix, which is a matrix that describes 
the performance of a classification model.  

 
Each row of the matrix represents the 

number of instances in a predicted class while each 
column reflects the instances in an actual class (or 
vice versa). Confusion Matrix for binary classifier 
consists of four categories (as number not rate): 
 

 True Positive (TP): indicates the   positive 
prediction and it is true. 

 True Negative (TN): indicates the negative 
prediction and it is true. 

 False Positive (FP): indicates the positive 
prediction and it is false. 

 False Negative (FN): indicates the 
negative prediction and it is false. 

 
 
From the Confusion Matrix the   Recall, Precision, 
ROC (Receiver Operating Characteristics), and 
Accuracy can be obtained easily, and are used to 
measure the performance   of the machine learning 
classification models [26, 7].  

Recall as it is also known as True Positive Rate 
(TPR) measures the fraction of positive instances 
that are correctly labeled [7]. It is given by the 
relation: 

)(

)(

FNTP

TP
recall


                                         (3) 

Precision measures the fraction of instances 
classified as positive that are truly positive [7]. It is 
given by the relation: 

)(

)(

FPTP

TP
precision


                               (4) 

Accuracy measures the rate of the correctly 
classified instances. It is given by the relation: 

)(

)(

FNFPTNTP

TNTP
accuracy




             (5) 

ROC Area is also one of the most popular 
and important evaluation metrics for checking the 
performance of any classification model, and it 
indicates how much the model can differentiate 
between classes. The ROC curve is plotted with 
True Positive Rate (Y-Axis), against False Positive 
Rate (X-axis). An optimal model is with the value 
of ROC = 1. Moreover, Kappa Statistics and Root 
Mean Square Error (RMSE) were used to evaluate 
the performance of the five different models. 
Cohen’s Kappa is a scalar meter of accuracy that 
was first used as a measure of agreement between 
observers of psychological behavior. Later, it was 
found that Cohen’s Kappa can also be used as a 
meter for classifiers’ accuracy [20]. Cohen’s Kappa 
is defined by the relation: 








e

eak
1

                                                   (6) 

Where Pa is the actual agreement probability, and 
Pe is the expected outcome probability, which is 
due to chance. Cohen’s Kappa ranges from (0-1). 

RMSE is frequently used in climatology, 
forecasting, and regression analyses to verify 
experimental results. It is a measure of the 
differences between the   predicted values by a 
model and the true values. RMSE is the standard 
deviation of the prediction errors that measure   
how far they are from the regression line data 
points. 
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4. RESULTS AND DISCUSSION 
 

After loading the dataset to Weka and 
applying the five different  classification algorithms 
(Random Forest, Bayes Net, Logistic Function, 
Simple Cart, and C4.5), we obtained the  results of 
the Confusion Matrix of each classifier  illustrated 
in the  tables below: 

Table 2: Random Forest Accuracy Results. 

 Predicted 
Yes No 

Actual Yes True Positive 15232 False Negative 5922 
No False Positive 7245 True Negative 11245 

Table 3: Bayes Net Accuracy Results. 

 Predicted 
Yes No 

Actual Yes True Positive 14671 False Negative 6483 
No False Positive 7383 True Negative 11107 

Table 4: Logistic Function Accuracy Results. 

 Predicted 
Yes No 

Actual Yes True Positive 14768 False Negative 6386 
No False Positive 7359 True Negative 11131 

Table 5: Simple Cart Accuracy Results. 

 Predicted 
Yes No 

Actual Yes True Positive 14980 False Negative 6174 
No False Positive 7765 True Negative 10725 

Table 6: C4.5 Accuracy Results. 

 Predicted 
Yes No 

Actual Yes True Positive 13058 False Negative 8096 
No False Positive 8129 True Negative 10361 

Table 7: Performance Comparison of the five classifiers. 

Classifier Accuracy Kappa 
Statistics 

RMSE 

Random 
Forest 

66.7869% 0.3297 0.4586 

Bayes Net 65.0237% 0.2951 0.5141 

Logistic 
Function 

65.3239% 0.301 0.4659 

SimpleCart 64.8396% 0.2898 0.4728 

C4.5 59.0733% 0.1777 0.6133 

 
         It is noted that the number of the correctly 
classified instances (TP+TN) of the Random Forest 
are 26,477, while the number of the correctly 
classified instances of Bayes Net are 25,778, 
25,899 for Logistic Function, 25,705 and 23,419 for 

Simple Cart and C4.5 respectively from the total 
39,644. Firstly, a comparison was conducted 
between these classifiers based on the three 
different performance measures, as shown in Table 
7.  
 

An important component in developing 
classifiers to predict the popularity of online news 
is the ability to determine the accuracy of these 
classifiers by measuring the ratio of the total 
number of correctly-classified instances, to the total 
number of instances. From Table 7, each of the 
classification algorithms showed some difference in 
the average Accuracy. However, it was found that 
the Accuracy of Random Forest, Bayes Net, 
Logistic Function, Simple Cart and C4.5 are 
66.7869%, 65.0237%, 65.2389%, 64.8396%, and 
59.0733% respectively. The accuracy results were 
given directly from Weka without the needs of any 
manual calculations. Hence, it is clear that the 
performance of Random Forest is better than other 
classifiers here. Moreover, based on the reported 
results in Table 7, Random Forest comes out first 
with a Kappa statistic value of 0.3297 and last of 
RMSE value of 0.4586, followed by Logistic 
Function having a Kappa statistic value of 0.301 
and a RMSE value of 0.4659, C4.5 stands last with 
the lowest Kappa statistic value 0.1777 and the 
highest RMSE value 0.6133. Therefore, with 
respect to the classification Accuracy as a 
performance measure Random Forest is the best 
among all other models followed by Logistic 
Function, Bayes Net, Simple Cart, and finally C4.5. 
Figure 1 shows a performance comparison between 
the five classifier models. 
 

Moreover, these models were compared 
based on the Recall (TPR), False Positive Rate 
(FPR), Precision, F-Measure, and ROC area values. 
All these values were obtained from the Confusion 
Matrix. 
 

 
Figure 1: Performance comparison among the different 

classifiers 
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Table 8: Detailed performance by each of the five 
classifiers. 

Classifier   TP-
Rate/Rec
all  

 FP-
Rate  

 
Precisio
n  

 F-
Measu
re  

 ROC  

Random 
Forest  

0.668 0.34 0.667 0.667 0.728 

Bayes Net  0.65 0.356 0.649 0.65 0.703 

Logistic 
Function  

0.653 0.353 0.653 0.653 0.707 

Simple 
Cart  

0.648 0.36 0.647 0.647 0.684 

C4.5  0.591 0.413 0.591 0.591 0.582 

 
 

From Table 8, it is noted that the weighted 
average values of TPR, FPR, Precision, F-Measure 
and ROC for some methods are quite high. The 
Random Forest classifier obtained values of 0.668, 
0.340, 0.667, 0.667, and 0.728, respectively. 
Whereas for the Bayes Net classifier the values 
obtained were 0.650, 0.356, 0.649, 0.650, and 
0.703, respectively. For the Logistic Function the 
values were 0.653, 0.353, 0.653, 0.653, and 0.707, 
respectively. And for the Simple Cart the values 
were 0.648, 0.360, 0.647, and 0.684, respectively. 
In the meanwhile, the prediction ability of C4.5 was 
the worst among all the classifiers with values of 
0.591, 0.413, 0.591, 0.591, and 0.582, respectively. 
Therefore, the C4.5 algorithm was rejected and 
finally the Random Forest model was adopted, 
which has the highest weighted average values for 
TPR, Precision, F-Measure and ROC area, and the 
lowest weighted average value for FPR. 
 
4.1 Results Based on Feature Selection Methods 
 

Weka tool has an attribute selection 
option.   Attribute  selection  is  the  process  of  
removing  irrelevant  attributes  of  the  data mining 
task. It also aims to find the main attributes that 
really affect the classification results. Weka was 
used to reduce the number of attributes in order to 
increase the Accuracy, and since Random Forest is   
the best model with regards to performance among 
all other proposed models, it was chosen to apply 
the feature filtering techniques using the top 50, 40, 
30, and 20 features which was selected by the 
feature selection algorithms respectively. Five 
different selection attribute methods were applied 
to the dataset, which are: 
 

 InfoGainAttributeEval: which measures 
the information gain of the attribute as the 
main indicator for the relevance of an 
attribute with respect to the class label. 

 ChiSquaredAttributeEval: which computes 
the Chi-Squared statistic of the attribute as 
the main indicator for the relevance of an 
attribute with respect to the class label. 

 CorrelationAttributeEval: which measures 
the Pearson's Correlation between it and 
the class label as the main indicator for the 
relevance of an attribute with respect to 
the class label. 

 Gain Ratio: which evaluates the value of 
an attribute by measuring the gain ratio 
with respect to the class. 

 OneRAttributeEval:  One-R is a simple 
algorithm proposed by Holte [13]. It 
defines one rule in the training data for 
each attribute, and then selects the rule 
with the smallest error. It can handle the 
missing values by treating “missing” as a 
legitimate value. This is one of the most 
primitive schemes, as it produces simple 
rules based on one feature only. Although 
it is a minimal form of the classifier, it can 
be useful for determining a baseline 
performance as a benchmark for other 
learning schemes [16]. 

 
Table 9 shows the performance metrics of 

the Random Forest with 10-fold cross-validation 
and the top number of features which was selected 
by the feature selection methods in Weka. 
According to the table, the highest Accuracy value 
was obtained by the Information Gain, and was 
66.9029% for the top 50 selected attributes, which 
means a small improvement in the Accuracy 
compared to the total 59 attributes (0.116%). The 
values of Accuracy, Precision, Recall, and F-
Measure were not improved beyond 67% in the 
existing research work [9]. Moreover, Table 9 
shows that the performance of the Random Forest 
according to Accuracy, Recall, Precision, F-
measure and ROC values decreased when the 
number of selected attributes was reduced. 

 
 Additionally, in this part of the 

experiment the most important 10 attributes were 
extracted. This step is very important to give more 
insight to editors and writers, and to assist them in 
making efficient decisions, and to reveal the most 
important features that optimize the popularity of 
the article. The keyword feature (kw-avg-avg,kw-
min-avg, and kw-max-avg)  plays an  important 
role for  increasing the average of shares, followed 
by  Latent Dirichlet Allocation LDA_00, LDA_01, 
and LDA_02, self-referenced articles in Mashable, 
and finally the world channel category whether it is 
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a lifestyle, business, entertainment, social media, 
technology or world is considered an important 
feature to take into consideration. 

 

Table 9: Evaluation of Feature Selection Methods 

 
4.2 Comparison With the Existing Work  
 

After analyzing and evaluating the proposed 
five algorithms, a comparison with the existing 
research work done by [9] was implemented. The 
results obtained by previous work using the same 
online news data set of the Mashable website are 
illustrated in Table 9. It is observed that Random 
Forest shows better performance with respect to 
Accuracy, Precision, Recall, F1 and AUC values 
(0.67, 0.67, 0.71, 0.69, and 0.73, respectively) 
among all other models. It can also be noted that we 
gained very competitive results for RF using the top 
50 features based on the information gain feature 
selection techniques as shown in Table 10 with 
(0.669, 0.668, 0.669, 0.668, and 0.729, 
respectively).  

  

 In more detail, when comparing Bayes 
classifiers family, Naive Bayes from the previous 
work obtained an Accuracy value of 0.62 while the 
Bayes Net in the presented work obtained accuracy 
0.65 which is relatively considered much better for 

 

classifying the instances correctly.  Moreover, the 
presented algorithms (i.e. Simple Cart  and Logistic 
Function) obtained better results with respect to 
Accuracy (0.648 and 0.653, respectively) than the 
K-Nearest Neighbors (0.62) in the  previous work.   
Therefore, it is found  from the obtained results of 
both works that Random Forest is the best model 
that can be used  for predicting the popularity of 
online news. 

Table 10: Comparison of models performance [9]. 

Model Accu
racy  

Preci
sion  

Recal
l  

 F1  AUC  

Random Forest 
(RF)  

0.67 0.67 0.71 0.69 0.73 

Adaptive Boosting 
(AdaBoost)  

0.66 0.68 0.67 0.67 0.72 

Support Vector 
Machine (SVM)  

0.66 0.67 0.68 0.68 0.71 

K-Nearest 
Neighbors (KNN)  

0.62 0.66 0.55 0.60 0.67 

Naıve Bayes (NB)  0.62 0.68 0.49 0.57 0.65 

IG+RF (proposed)  0.669 0.668 0.669 0.668 0.729 

Attribute selection methods   Accuracy   Recall   Precesion   F-Measure   ROC-Area  

Top 50 

Correlation  66.82% 0.668 0.667 0.667 0.728 

Information Gain  66.90% 0.669 0.668 0.668 0.729 

ChiSquare  66.77% 0.668 0.667 0.667 0.728 

One-R  66.64% 0.666 0.666 0.665 0.727 

Gain Ratio  66.81% 0.668 0.667 0.667 0.728 

Top 40 

Correlation  66.56% 0.666 0.665 0.665 0.726 

Information Gain  66.70% 0.667 0.666 0.666 0.728 

ChiSquare  66.73% 0.667 0.667 0.666 0.728 

One-R  66.24% 0.662 0.662 0.661 0.723 

Gain Ratio  66.65% 0.667 0.666 0.666 0.728 

TOP 30 

Correlation  66.10% 0.661 0.660 0.660 0.720 

Information Gain  66.09% 0.661 0.660 0.660 0.718 

ChiSquare  66.13% 0.661 0.660 0.660 0.720 

One-R  65.41% 0.654 0.653 0.653 0.709 

Gain Ratio  66.61% 0.666 0.665 0.665 0.724 

Top 20 

Correlation  65.29% 0.653 0.652 0.652 0.705 

Information Gain  65.65% 0.656 0.656 0.656 0.712 

ChiSquare  65.71% 0.657 0.656 0.656 0.714 

One-R  64.41% 0.644 0.643 0.643 0.696 

Gain Ratio  66.33% 0.663 0.663 0.662 0.718 
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5. CONCLUSION 

News popularity prediction is becoming an 
important topic nowadays because of the huge 
expansion of online news, smart-phones, and web2. 
Online news has become the main source of 
information for the majority of people, as it 
provides a piece of valuable information for many 
sectors such as business, marketing, politics, and 
social media. This paper focused on using 
procedures to evaluate and compare the 
performance of five classification models which are  
Random Forest, Bayes Net, Logistic Function, 
Simple Cart and C4.5 on the online news dataset. 
The classifications basically  aim to predict whether 
an article is to be popular or unpopular, based on 
the number of shares, where the  threshold is set to 
1,400. The performance of these five classification 
models has been evaluated using several of the 
most common and popular evaluation metrics in the 
data mining field. Results show that Random Forest 
was the best classifier compared to other presented 
models, since it has the highest Accuracy value of 
66.7869% and 0.3297 Kappa Statistics, and the 
lowest RMSE value of 0.4586. Hence, the Random 
Forest could be very much helpful for online news 
popularity prediction. Different Feature selection 
methods were applied to RF since it presents the 
best classifier such as InfoGainAttributeEval, 
ChiSquaredAttributeEval, 
CorrelationAttributeEval, Gain Ratio, and 
OneRAttributeEval. It was checked against the top 
50, 40, 30, and 20 features. Results show a small 
improvement in Accuracy using the top 50 features. 
Another interesting finding concerning the top 10 
features which can give decision makers an 
essential insight for the main features affecting the 
popularity to focus on. 
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