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ABSTRACT

Nowadays, network security has been received more attention from researchers. Intrusion detection systems (IDSs) serves as an essential element of network security. In order to increase the network’s security, machine-learning algorithms may be utilized for the detection and prevention of the attacks that launched against the network. The researcher of this study used LightGBM’s algorithm for training a model in order to detect several types of network attacks. The proposed approach was compared with classical machine learning in terms of performance on the same dataset. The experimental results show that the proposed approach achieves a detection rate of 97.4% with a false-positive rate of 0.9%.
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1. INTRODUCTION

Regarding the Network Intrusion Detection Systems (NIDS) [1-9], it plays an important role in protecting computer systems by preventing the malicious network-based attacks. Such attacks shall lead to the disruption of the services provided by the system. The powerful provision of robust NIDS is considered a difficult mission. That is attributed to several factors. Much growth is achieved through internet traffic. Such traffic consists of many data types that traverse the network. In addition, the NIDS must be capable of analyzing those enormous volumes of traffic. The NIDS must be capable of differentiating between malicious and legitimate behaviours with showing an acceptable degree of accuracy. The NIDS systems have been categorized into two major kinds. These kinds are 1) The misuse-based system (maybe named signature-based); 2) The anomaly-based system [10, 11].

The first kind relies much on an extensive database. This database consists of attack signatures. Each one of the signatures involves a set of rules that corresponds to the types of attacks which have happened earlier. With the latest version of the NIDS signature, a system that is misused-based is effective in detecting of previous attacks. Despite that, this system shows the vulnerability of the 0-day attack. It’s deemed as requiring much time for processing. The anomaly-based IDS system aims at detecting the computer system attacks. That is done through the observation of abnormal traffic patterns or statistics. Also, the system can be employed for the detection of a 0-day attack.

Regarding the results obtained from discovering the attack, they can be updated the database for detection in the future by using a system that’s misused-based. On the other hand, an anomaly-based system has a weakness which is showing a high rate value of false alarm. That is because much regular traffic that shows an unusual behaviour can trigger the system’s alarm. In a practical system, a hybrid of anomaly-based and misused-based systems are usually utilized for mitigating the influence of misused-based and the influence of the 0-day attack.

Recently, the anomaly-based NIDS utilizes machine learning methods has received much attention. Many classification models are used for differentiating between suspicious traffic and the normal one. Despite that, the feasibility of that approach is considered low due to showing a low level of performance in terms of detection. That may be attributed to several reasons. Such reasons may include: 1) the nature of traffic is diverse; 2) the
imbalance traffic classes; 3) having feature selection processes that are ineffective.

For overcoming these limitations, several studies employ the Deep Neural Network (DNN) methods. Such methods may include the recurrent neural network (RNN) [12]. Such methods show improved performance in detection. However, it still requires a large volume of train dataset that is effective. It also requires a significant training time.

In this study, the researcher focused on the problem faced by the NIDS binary classification at which the system seeks differentiating between the normal activities and the ones that attack. The researcher of this study aimed to develop an intrusion detection system based on anomaly behavior. This system is based on a LightGBM classification model. The reason behind selecting this model is attributed to showing high-performance level, being accessible, various selections and fast implementation of hyper-parameters.

Section 2 of this paper includes a review of the literature related to the NSL-KDD dataset. The proposed system is described in the third section. The fourth section presents the discussion. The fifth section presents the conclusion.

2. LITERATURE REVIEW

Many scholars employed a system for intrusion detection that is based on a supervised learning approach. Such approaches may include: 1) the neural network (NN)-based approach and the support vector machine (SVM)-based approach.

Ibrahim et al. [13] conducted a comparison between KDD99 dataset from one hand and NSL-KDD dataset based on Self Organization Map (SOM) from another hand. They utilized an artificial neural unsupervised network in a hierarchical anomaly intrusion detection system. SOM neural nets were employed for detection. They were also employed for the separation of the attacking traffic from the normal one. The latter study assessed the effectiveness of SOM in detecting anomaly intrusion.

The study of Lakhina et al. [14] focused on feature reduction through conducting a component analysis for the anomaly-based applicable NSL-KDD dataset. Those researchers decreased the number of the features that are in the NSL-KDD dataset and deemed as redundant and irrelevant for carrying out the operation of the anomaly detection. Those researchers implemented a principal component analysis that is hybrid and used a neural network algorithm for the detection of attacks effectively.

Revathi et al. [15] conducted an analysis for the NSL-KDD dataset. That was done through using several machine learning methods for the system of detecting intrusion. The latter analysis concentrated on specific NSL-KDD datasets for analyzing several techniques of machine learning. The algorithm of the RF classification shows an accuracy rate that’s the highest in comparison to other targeted algorithms of classification.

In [16] the authors investigated the NSL-KDD dataset for the system of detecting intrusion. That is done by applying various algorithms of classification. They conducted an analysis of the NSL-KDD dataset. That was done for examining the effectiveness of algorithms of classification in the detection of anomaly network traffic. In addition, the authors investigated the relationship between the protocols which are within the network protocol stack from one hand and the attacking traffic from another hand. That was done for generating anomalous network traffic.

Chae et al. [17] investigated feature selection in order to detect the intrusions. That was done by employing the NSL-KDD dataset. Besides, they identified several input features that are important in the building of IDS. The performance level of the standard methods of feature selection was assessed.

Sadek et al. [18] investigated an anomaly IDS. That was done based on a new hybrid algorithm. This algorithm is called (the neural network) with utilizing an Indicator Variable and employing a rough set for reducing attributes (NNIV-RS). As for the results of the latter study, they indicate that the proposed algorithm of the NNIV-RS shows robust and better data representation. The proposed algorithm is capable of reducing unnecessary features for improving the IDS reliability level and efficiency level.

Ingre et al. [19] aimed to analyses the performance of the NSL-KDD dataset through the use of (ANN). The results that were obtained are based on various measures for assessing the performance of the binary class and the 5-class classification on attacking types. Regarding the accuracy level of ANN, it is provided.

Ray. [20] explored the impacts of the neural network structure on the level of performance of the (IDSs). The researcher formed an equation to find the best of hidden neurons number an MLFFNN network IDS. The latter equation could be utilized in determining how many hidden neurons are there. That
The detection of malicious activities that are insensible; 2) The detection of malicious activities without having to carry out a deep packet inspection; 3) the primary elements of the proposed detection scheme are displayed through Figure 1.

**Figure 1. The proposed Intrusion detection approach**

In the present study, the researcher employed the NSL-KDD dataset for assessing the proposed models’ accuracy. The NSL-KDD dataset is the enhanced version of the popular IDS benchmarking dataset KDDCUP’99. It has been employed in several researchers since the time it was introduced at [24-26]. In the research, an anomaly-based network system for detecting the intrusion is proposed by employing the LightGBM algorithm.

### 3. THE PROPOSED APPROACH

The main goals of the proposed method are 1)
method that is based on the histogram.

Leaf-wise leaf growth strategy with depth limitation has been adopted. That shall reduce the number of errors. It shall raise the level of accuracy. Regarding the depth limitation of the Leaf-wise, it can ensure having a high-efficiency level. It is capable of preventing the over-fitting at the same time. The rate of the cache hit was optimized, and the multi-threaded was optimized.

LightGBM has added the rules of decision to the features of category. That is done to avoid additional computational and memory overhead. It’s done through the conversion of features into a one-hot multi-dimensional feature.

LightGBM is a new Gradient Boosting Decision Tree algorithm, introduced by Ke and colleagues in 2017, which has been used in many filed of data mining problem, such as classification, regression and ordering [29]. Two new techniques are included in the LightGBM algorithm, which includes the one-sided gradient analysis and the exclusive features bundling.

Given the supervised training set

\[ \mathcal{X} = \{(x_i, y_i)\}_{i=1}^n \]

the target of LightGBM is to find an approximation \( f(x) \) to a certain function \( f \circ (x) \) which reduces the expected loss function value \( L(y, f(x)) \) as follows:

\[ \hat{f} = \arg\min_{\mathcal{Y}, x} EL(y, f(x)) \]  \hspace{1cm} (1)

LightGBM integrates a number of \( T \) regression trees \( \sum_{t=2}^{T} f_t(x) \) to approximate the final model, which is

\[ f_{\mathcal{T}}(x) = \sum_{t=2}^{T} f_t(x) \]  \hspace{1cm} (2)

The regression trees could be represented as

\[ q(x), q \in \{1, 2, ..., J\}, \text{ where } J \text{ denotes the leaves number, } q \text{ represents the rule of decision tree, and } w \text{ is a vector of leaf nodes weighs. Hence, LightGBM would be additively trained at step } t \text{ as follows:} \]

\[ T_t = \sum_{l=1}^{n} L(y_l, f_{t-1}(x_l) + f_t(x_l)) \]  \hspace{1cm} (3)

In LightGBM, Newton’s method easily approximates the objective function.

Where \( g_i \) and \( h_i \) indicate the first- and second-order gradient statistics of the loss function, let \( I_f \) show the example set of leaf. \( T_t = \sum_{l=1}^{n} ((\sum_{l \in I_f} g_l) + \frac{1}{2} (\sum_{l \in I_f} h_l + \lambda) w_j) \) \hspace{1cm} (4)

For the tree structure \( q(x) \), the optimum leaf weight score of each leaf node \( w^* \) and the extreme value of \( T_t \) could be solved as follows:

\[ w^*_j = -\frac{\sum_{l \in I_f} g_l}{\sum_{l \in I_f} h_l + \lambda w_j} \]  \hspace{1cm} (5)

LightGBM employs a one-sides-sampling (GOSS) approach to detect split value in data instances while XGBoost utilizes pre-sorted algorithms & histogram-based algorithms to compute the best split point.

Simply speaking, the histogram-based algorithm separates all data points in discrete cases for an element and uses them to identify the splitting point of the histogram. Although it is efficient than the pre-sorted speed algorithm, which enumerates all possible split points on the pre-sorted feature value, in terms of speed, it remains behind GOSS. Figure 2 shows a comparison between the procedure work of XGBoost and LighGBM.
4. RESULTS AND EXPERIMENT

4.1. Dataset

The dataset of KDD-Cup 99 [30] is used much for testing the performance level of a system for the detection of anomaly-based intrusion. [30] shed light on two critical issues. That was done by relying on a statistical analysis that is conducted for the dataset. That led to having prediction results that are over-simplistic. For circumventing that problem, the latter scholars proposed the dataset of NSL-KDD. The latter dataset possesses the advantages listed below. These advantages are listed in comparison with KDD-Cup 99:

1. In NSL-KDD, many duplicates and redundant data that is faced in the KDD-Cup 99 are eliminated from the concerned datasets.
2. For providing an assessment -that is more accurate- for various techniques of learning, the number of the selected records from each group of difficulty-level is deemed inversely proportionate to the proportion of records within the original KDD dataset. Such a dataset has been categorized into four datasets. These 4 datasets are:
   A. KDDTrain+: It’s the overall train dataset. It consists of 125, 973 records.
   B. KDDTrain+ 20Percent: It is the training dataset that consists of twenty percent of the overall train dataset. In fact, it possesses 25,192 records.
   C. KDDTest+: It is a test dataset that consists of 22,544 records.
   D. KDDTest-21: It consists from 11,850 records. It can be obtained through the application of the 21 models of machine learning on the KDDTest+ dataset. That is done for the prediction of the label of the dataset, which may be normal or attack label. These labels are predicted accurately by the 21 models. They get excluded from the dataset.

The NSL-KDD seeks to categorize the attacks into 4 types. These types are Denial-of-Service, Probe, Root to Local, and Unauthorized to Root. As showing in Table 1.

Each kind of attack is displayed below:

1. (DoS): It overwhelms the concerned resources (Network, CPU or Memory). Thus, the typical operation shall not be operated as it is expected. Regarding the attack samples, they may include: transmitting a significant number of the packets to the server that is targeted. In this case, normal users shall not be capable of accessing it.
2. Probe: It may include port scanning for the identification of the vulnerabilities that are within the computer systems for other attacks.
3. R2L: The ones launching an attack attempt accessing the computer resources that are unauthorized for modifying or destroying the operations carried out by the computer systems that are targeted.
4. U2R: The ones launching an attack attempt gaining access to unauthorized resources through the use of root privileges.

The normal/attack ratio of each kind of dataset within NSL-KDD is listed in Table 2. The NSL-KDD seeks to categorize the attacks into four types. These types are Denial-of-Service, Probe, Root to Local and Unauthorized to Root. That is displayed through the first table. Each kind of attack may be illustrated below in Table 2.

<table>
<thead>
<tr>
<th>Category</th>
<th>Attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>DoS (Denial of Service)</td>
<td>Neptune, pod, smurf, teardrop, prosess table, warezmaster,</td>
</tr>
<tr>
<td></td>
<td>aoache2, mail bomb, back</td>
</tr>
<tr>
<td>Probe</td>
<td>Multihop, http tunnel, ftp_write, root kit, ps buffer overflow, xterm</td>
</tr>
<tr>
<td>R2L (Root to Local)</td>
<td>Named, snmpgetattack, xlock, send mail, guess_passwd</td>
</tr>
<tr>
<td>U2R (Unauthorized to Root)</td>
<td>Ipsweep, nmap, port sweep, satam, mscan, saint</td>
</tr>
</tbody>
</table>

Table 1. Type of Attacks [30]
Table 2. List the percentage of legitimate/attacks for each dataset in NSL-KDD. [30]

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data type</th>
<th>legitimate</th>
<th>malicious</th>
</tr>
</thead>
<tbody>
<tr>
<td>KDDTrain+</td>
<td>Number</td>
<td>67343</td>
<td>58630</td>
</tr>
<tr>
<td>KDDTest+</td>
<td>Number</td>
<td>9711</td>
<td>12833</td>
</tr>
<tr>
<td>KDDTest-21</td>
<td>Number</td>
<td>4342</td>
<td>7508</td>
</tr>
</tbody>
</table>

5. ASSESSING THE METRICS AND THE RESULTS

In the present study, the researcher assessed the performance level of the introduced model. That was done in terms of Accuracy, True Positive Rate (TPR), or Recall, False Positive Rate (FPR). The researcher employed (AUC) for the total measure of the performance level across all possible thresholds of classification.

1. Accuracy metric equation is presented below

\[
\text{Accuracy} = \frac{TP + TN}{TP + FN + TN + FP} \tag{6}
\]

Where TP, TN, FP, and FN represent True Positive, True Negative, False Positive and False Negative, respectively.

2. Rate of Detection (DR) (also named recall). It indicates the percentage of the malicious instances which have been predicted as malicious instances.

\[
\text{DR} = \frac{TP}{TP + FN} \tag{7}
\]

3. False-positive rate (FPR): It refers to the ratio of the items which have been classified in an incorrect manner as an attack to all the items that belong to normal. The equation of this rate is

\[
\text{FPR} = \frac{FP}{FP + TN} \tag{8}
\]

4. Precision: It stands for the percentage of instances that are classified correctly as being a positive instance.

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{9}
\]

5. The area under the Curve (AUC): It is a performance measurement for the problems of classification in various settings of thresholds. The receiver operating characteristic (ROC) is a probability curve. AUC stands for measure or degree of separability. It informs one about the capability of the model to distinguish between classes. A higher value of the AUC, better the model is at distinguishing between the patients that are with the disease and the ones that are without.

In our experiment, LightGBM algorithm has several parameters that used to tune the algorithm, such as type of boosting, maximum depth, rate of learning, leaves number fraction of features, maximum depth and number of iterations. As a type of boosting, we selected the Gradient boosting decision tree (GBDT). The value of parameters used to tune the LightGBM is listed in Table 3.

Table 3. Parameters of LightGBM algorithm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boosting_type</td>
<td>Gbdt</td>
</tr>
<tr>
<td>Objective</td>
<td>Binary</td>
</tr>
<tr>
<td>Evaluation_Metric</td>
<td>'binary_logloss', 'auc'</td>
</tr>
<tr>
<td>Learning_rate</td>
<td>0.1</td>
</tr>
<tr>
<td>Number_of_leaves</td>
<td>200</td>
</tr>
<tr>
<td>Feature_fraction</td>
<td>0.64</td>
</tr>
<tr>
<td>'bagging_fraction'</td>
<td>0.8</td>
</tr>
<tr>
<td>'bagging_freq'</td>
<td>1</td>
</tr>
<tr>
<td>Maximum_depth</td>
<td>5</td>
</tr>
<tr>
<td>Num_of_boosting_iterations</td>
<td>100</td>
</tr>
</tbody>
</table>

The results show that the proposed technique archives the highest rate of accuracy. The accuracy rate is 98.3 % approximately. It is presented in Table 2; it can be noticed that the proposed technique shows
the highest DR, AUC, and precision. That is represented in 0.983, 0.974 and 0.981, respectively. The proposed technique shows the lowest FPR, which is represented in 0.009.

Table 4. LightGBM Results

<table>
<thead>
<tr>
<th>Evaluation Matrices</th>
<th>LightGBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACC</td>
<td>0.983</td>
</tr>
<tr>
<td>AUC</td>
<td>0.974</td>
</tr>
<tr>
<td>DR (recall)</td>
<td>0.974</td>
</tr>
<tr>
<td>FPR</td>
<td>0.009</td>
</tr>
<tr>
<td>F1-Score</td>
<td>0.982</td>
</tr>
<tr>
<td>Precision</td>
<td>0.989</td>
</tr>
</tbody>
</table>

We conduct our experiments using machine learning algorithms that used for IDS Random Forest Classifier [31], Bagging Classifier [32], Decision Tree Classifier [33], Extra Tree Classifier [35,34], Gradient Boosting Classifier [36], SVC[37], K-Neighbors Classifier [38], AdaBoost Classifier[39], Linear SVC[40], Logistic Regression CV [41], Ridge Classifier CV [42], Perceptron [43], BernoulliNB[44], Passive Aggressive Classifier [45], SGD Classifier [46], GaussianNB [47].

Table 5 shows the comparison results of several machine-learning algorithms. The accuracy, Precision, detection rate (DR) and area under roc (AUC) are comparison based on NSL-KDD dataset. The result shows that highest classification accuracy, DR and AUC is obtained by Decision Tree Classifier; which achieved 0.7994, 0.6684 and 0.8205 respectively.

Table 5. Comparison between several algorithms of classification

<table>
<thead>
<tr>
<th>MLA Name</th>
<th>Accuracy (Test dataset)</th>
<th>Precision</th>
<th>DR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree Classifier</td>
<td>0.7994</td>
<td>0.9699</td>
<td>0.6684</td>
<td>0.8205</td>
</tr>
<tr>
<td>Bagging Classifier</td>
<td>0.7980</td>
<td>0.9709</td>
<td>0.6652</td>
<td>0.8194</td>
</tr>
<tr>
<td>Random Forest Classifier</td>
<td>0.7856</td>
<td>0.9688</td>
<td>0.6440</td>
<td>0.8083</td>
</tr>
<tr>
<td>AdaBoost Classifier</td>
<td>0.7795</td>
<td>0.9328</td>
<td>0.6602</td>
<td>0.7987</td>
</tr>
<tr>
<td>KNeighbors Classifier</td>
<td>0.7731</td>
<td>0.9639</td>
<td>0.6249</td>
<td>0.7970</td>
</tr>
<tr>
<td>Bernoulli NB</td>
<td>0.7678</td>
<td>0.9668</td>
<td>0.6132</td>
<td>0.7927</td>
</tr>
<tr>
<td>Linear SVC</td>
<td>0.7100</td>
<td>0.8016</td>
<td>0.6518</td>
<td>0.7193</td>
</tr>
<tr>
<td>Logistic Regression CV</td>
<td>0.7013</td>
<td>0.8776</td>
<td>0.5524</td>
<td>0.7253</td>
</tr>
<tr>
<td>Ridge Classifier CV</td>
<td>0.7011</td>
<td>0.9593</td>
<td>0.4960</td>
<td>0.7341</td>
</tr>
<tr>
<td>Passive Aggressive Classifier</td>
<td>0.6832</td>
<td>0.8482</td>
<td>0.5401</td>
<td>0.7062</td>
</tr>
<tr>
<td>Gaussian NB</td>
<td>0.4503</td>
<td>0.9366</td>
<td>0.0369</td>
<td>0.5168</td>
</tr>
<tr>
<td>Perceptron</td>
<td>0.3799</td>
<td>0.4680</td>
<td>0.6529</td>
<td>0.3360</td>
</tr>
<tr>
<td>SGD Classifier</td>
<td>0.3609</td>
<td>0.4549</td>
<td>0.6192</td>
<td>0.3193</td>
</tr>
<tr>
<td>Proposed approach</td>
<td><strong>0.983</strong></td>
<td>0.989</td>
<td>0.974</td>
<td>0.981</td>
</tr>
</tbody>
</table>
Table 6. A Comparison with other works

<table>
<thead>
<tr>
<th>Research work</th>
<th>Classifiers</th>
<th>Accuracy on NSL-KDD Dataset (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hussain et al.[21]</td>
<td>Decision Table</td>
<td>97.5</td>
</tr>
<tr>
<td></td>
<td>RBF Classifier</td>
<td>96.7</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>92.9</td>
</tr>
<tr>
<td>Chauhan et al [22]</td>
<td>Logistic regression</td>
<td>97.269</td>
</tr>
<tr>
<td></td>
<td>SGD</td>
<td>97.443</td>
</tr>
<tr>
<td>Garg et al [23]</td>
<td>Random Forest</td>
<td>96.12</td>
</tr>
<tr>
<td>Proposed approach</td>
<td>LightGBM</td>
<td>98.3</td>
</tr>
</tbody>
</table>

The results presented through Table 6 are the appropriate comparisons with other research works. Constant comparison is always made between several methods of classification. Scholars have been struggling much for finding the optimum method of classification. Recently, scholars contested the application of LightGBM and the method of the RF classification on datasets. They did that for finding a better model of classification. The results give an advantage to the LightGBM over the RF classification method [48]. LightGBM can, in parallel, classify several systems that are operating [49], and by setting the parameters, the desired algorithm that is based on decision tree may be run on LightGBM, which can be the algorithm that’s desired in addition to the boosting made to it. Thus, it stands out. It should be deemed as a significant player in the classification field.

In comparison with traditional Boosted models, LightGBM raises the speed ten times. Hence, the mode of classification shall become better. In a network model, speed plays a role that’s important [49]. LightGBM is very flexible. It does not rely on the kind of data that is entering a network. It is capable of converting the entering data quickly into a numeric type. From there, it is capable of classifying the data with showing proper levels of speed and good levels of accuracy.

The kind of entries of data in the IDS is related in a direct manner to the kind of environment that the IDS is deployed in. That’s where LightGBM obtains an advantage as it shows flexibility in its implementation. LightGBM can take several types of data as the entries of input and offers the choice of running simultaneously on different systems that are operating. Such systems may include Windows and Linux. In addition, data overfitting problems are well handled in the LightGBM. Also, the LightGBM offers much flexibility in the application of the Algorithms based on three decisions and Model Solvers that are linear.

6. CONCLUSION

LightGBM algorithm was designed for performance and speed learning. This algorithm was based on gradient-boosted decision trees algorithms. Moreover, LightGBM may be deployed in various environments of computing. The proposed system utilizes the LightGBM algorithm for achieving high rates of accuracy with 98.3% rates. Besides, we provide a comparison of several machine-learning algorithms with the LightGBM classifier in the context of intrusion detection. The researcher made a plan for extending the approach through the application of a deep learning approach with unsupervised learning. That was done to enhance the levels of performance and accuracy throughout time.
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