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ABSTRACT

Amyotrophic Lateral Sclerosis (ALS) is a neuro regenerative disorder causing motor neuron loss, muscle
paralysis and respiratory failure progressively. Use of Brain Computer Interface (BCI) technology to record
the brain functions in ALS patients and generate responses accurately to either actuate gadgets or
information to care takers is a challenging task that needs to be accurate and reliable. Over the last few
years several methods or techniques have been developed considering signal processing methods for EEG
signal analysis and neural networks for classification of EEG features. Wavelet based methods for EEG
signal analysis has demonstrated limitations as they are shift variant. In analysis of ALS EEG signals there
is a need for shift invariant signal processing algorithms. In this paper, Dual Tree Complex Wavelet
Transform (DTCWT) is used for extraction of features from the complex sub bands considering Power
Spectral Density (PSD), Cross Power Spectral Density Estimation (CPSD) and Shannon Entropy. These
features are classified into normal and abnormal EEG data. The multi-level DTCWT algorithm and multi-
layered neural network structure presented in this work is modelled in MATLAB and is evaluated for its
performances for feature extraction and classification. Results of classifier considering energy features
from all five EEG bands have demonstrated 100% classification accuracy as compared with other methods.
The classified EEG data from ALS patients can be further considered for interpretation of information and
is used for all BCI applications.

Keywords: Brain Computer Interface, Amytrophic Lateral Sclerosis, Dual Tree Complex Wavelet
Transform, Discrete Wavelet Transform, Neural network.

1.  INTRODUCTION

Brain Computer Interface (BCI) technology uses
brain signals to drive assistive devices or external
devices directly without participation of spinal cord
or the periphery motor system. Brain signals such
as spike trains, Extracellular Local Potentials
(LFP), Electrocorticograms (ECoG),
Electroencephalogram  (EEG),  Event-Related
Potentials (ERP), real-time functional Magnetic
Resonance Imaging (MRI) and Near Infrared
Spectroscopy (NIRS) are used as inputs to BCI
system for control of assistive devices. Patients
those who are diagnosed with Motor Neuron
Disease (MND) or patients with traumatic brain
damage or patients with Locked-In Syndrome (LIS)
need these assistive devices in regular basis for
both rehabilitation and for carrying out daily
routine activities. Non-invasive technologies such
as fMRI provide higher spatial resolution for BCI,
EEG based BCI have become popular due to the
advantages of measuring of neuron activity directly
for real time use[1]. EEG electrodes placed on the

scalp measures the brain activity of electric current
caused by synaptic excitation of dendrites. EEG
based BCI have been demonstrated for controlling
of assistive devices and for rehabilitation of
disabled [2]. The process of interpretation of EEG
signals based on body movement, biomechanics
and cognitive activity is a challenging activity [3].
Over the last few years different decoding method,
signal processing methods for feature detection and
classification methods for differentiating between
EEG features have been published [4]. The
classification algorithms classify the features and
use of these features for further processing such as
controlling of Neuro prosthetic arm is a challenge
as the signal-to-noise ratio (SNR) is very low.
Source localization methods with data selection
have demonstrated to be aiding BCI process [5].
Machine learning algorithms combined with deep
learning have also been reported for improving
EEG based BCI [6]. Adaptive classifiers and
decoding methods have also been reported to
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address the non-stationary behaviour of EEG
signals for BCI [7]. Customization of signal
processing algorithms based on the needs of
neurological disorders is required. Identifying
suitable biomarkers to interpret the EEG signals for
BCI is one essential requirement and the
progression of disease using EEG biomarker is
another challenge that need to be addressed [8].
Amyotrophic Lateral Sclerosis (ALS) is a rare
disease that progressively damages motor neurons
of the brain and the spinal cord sending signals to
the muscle that controls breathing, movements and
memory. Understanding neurophysiology in ALS
patients or stroke patients is for development of
customized signal processing algorithms for BCI is
an important factor. The non-stationary behaviour
of recorded EEG signals form ALS or stroke
patients is addressed using improved methods
based on Dual Tree Complex Wavelet Transforms
that have the advantages of shift invariance and
provide phase information as well. In this work,
signal processing algorithms for feature extraction
from EEG signals from ALS patients are extracted
using DTCWT and classification is carried out
using neural network methods. DTCWT based
signal decomposition generates two sub bands that
are real and complex. Information from these two
sub bands need to be processed without redundancy
and the significant features that contribute to ALS
signal interpretation need to be processed by
classifier module. Neural network classifiers
performance is based on training the network with
suitable input features and multiple data sets.
Complexity of fully connected neural network
model limits its use for real time applications where
the response need to be within few seconds from
the time signal capture occurs. With DTCWT
generating complex features from both sub bands it
is required to develop a suitable neural network
model that can be robust in accurate classification
and also be faster in data processing. In this work,
new algorithm is proposed based on DTCWT and
fully connected neural network model for EEG
signal processing.

2. EEG-BASED BRAIN-COMPUTER
INTERFACE

Progressive motor neuron degeneration in ALS
patients leads to quadriplegic and anarthric state
ultimately leading to locked-in syndrome (LIS).
Once ALS patient reach LIS they become
completely dependent on others for every activity
and basic daily needs. Once a patient is diagnosed
with ALS and as the age progresses it is required to

provide assistive devices at the initial stages of
ALS so that as the disease progresses the assistive
device starts learning the requirements of the
patient as well as with proper feedback the
progression in ALS can be retarded. In the recent
years there is lot of study on developing BCI
technology to overcome the challenges in
rehabilitation methods of helping patients with ALS
in restoring normal motor functions. With adaptive
control and therapeutic interventions BCI systems
can improve quality of life and restore motor
recovery in severe impairment patients [9]. BCI
based devices are significantly used in gaming,
control of military equipment and biofeedback
systems. However, there is still lot of research
required in development of assistive devices based
on BCI technology for rehabilitation of people
suffering from Multiple Sclerosis (MS) ALS, and
Parkinson’s disease. Use of adaptive control
mechanisms in BCI technology is towards
rehabilitation of Patients with Disabilities (PWD)
so that they can control and interact with
environment. In therapeutic intervention based BCI
technology restoring of impaired muscle functions
or motor functions is carried out through brain
guided Functional Electrical Stimulation (FES)
[10]. Figure 1 presents the EEG based assistive
device for flow diagram with techniques used for
signal analysis. The EEG signal captured is filtered
and features are extracted. The features are
classified according to emotional and non-
emotional groups.

Hardware devices are interfaced to generate
corresponding control signals to activate external
devices or for feedback into the brain system. Very
recently, ALS patients or patients with serious
spinal cord injury have been able to communicate
with external devices with commercially developed
BCI system with Internet or Thing (IOT) interface
[11]. Event Related Potentials (ERP) that reflects
the neural processing for a specific stimuli captured
from the EEG signal is widely used for BCI. ERP
that occurs between 300 ms to 500 ms or generally
term as P300 is considered as a pattern in the EEG
when the patient focusses on a particular pattern
considered as stimuli [12]. Signal processing
techniques are used to extract this P300 feature or
pattern from the EEG signal recorded from ALS
patients. Another factor of measurement is the
coefficient of determination represented as r* (in
statistics) is considered as a feature computed by
processing EEG signals. Mark et al. [13], in their
work have considered r* as the metric for
predicting BCI performances (considering two
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different instants of EEG recording) for ALS
patients.
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Figure 1: Data Flow Diagram In BCI Based Assistive
Devices

The work carried out by Li et al., [14] have
presented hybrid methods for understanding mental
status of ALS patients in terms of stress and
fatigue. Stress is quantified by computing stress
index which is measured by considering Shannon’s
Entropy that represents the energy distribution from
EEG power due to stress [15].

Correlation between EEG rhythms and entropy is
considered for characterizing mental stress [16].
Monitoring changes in EEG pattern in the alpha
band is also studied as one of the stress measuring
methods or fatigue considering EEG signals [17].
Shannon  Entropy and  Kullback  Leibler
measurements have been considered as a measure
for fatigue identification in EEG signals [18].
Spataro et al., in 2015 have reported studies on
humanoid robots for assisting ALS patients as a
feasible solution [19]. EEG signal processing plays
an important role in BCI based assistive device
design for ALS patients. With focus on design and
development of reliable and cost effective assistive
devices, signal processing techniques that provide
the basic information on EEG signal characteristics
are supposed to be accurate and robust. The basic

steps in general EEG signal processing are: The
EEG signal from electrodes placed on the scalp is
taken as the input into the pre-processing module.
Pre-processing reduces the noise and removes the
artifacts input EEG. Feature extraction
processes generate the distinct characteristics of

from

ALS patients. Different techniques such as Wavelet
transform Fourier Transform, Auto Regression,
Time and Frequency Domain Analysis (TFD) etc.
can be used. The extracted features from EEG are
classified using classifier algorithms such as neural
network approaches. A detailed study and
comparison on performance of different techniques
such as Time and Frequency Domains (TFD), Fast
Fourier Transform (FFT), Eigen vector methods
(EM), Wavelet Transform (WT) and Auto
Regression mode (AR) are presented [20]. Yunfeng
Wu et. al [21], present the Fisher Linear
Discriminant Analysis (FLDA) and the Least
Squares Support Vector Machines (LS _SVM) for
classification of ALS EEG signals. Both the
methods were evaluated using cross validation
method and compared the performance to obtain
the better method for pattern classification. They
have concluded that LS SVM with sigmoid kernels
generated output with an accuracy of 89.66% with
an area of 0.9629 under operating curve. Stafford
Michabhial et. al [22], suggest the Discrete Wavelet
Transform (DWT) for characteristic extraction of
EEG signals.

In this paper describes the derivation of
characteristics and further pattern classification of
EEG waves that belongs to paralyzed ALS patients,
in order to develop BCI applications. Limitations of
DWT such as shift variance, limited directional
patterns and phase information are addressed with
DTCWT [23]. In EEG signal processing in
particular for ALS EEG signal analysis the EEG
signals captured are non-stationary. ALS patients
may need proper assistance and response from both
gadgets and care takers. EEG signals captured at
different intervals of time need to provide the same
information and any changes in signal features will
lead to false response. One of the primary aim of
this work is to use the complex wavelet sub bands
that provide information on both magnitude and
phase to identify the signal entropy every time
accurately. The complex wavelets will generate
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large number of sub bands and hence will have
redundant information that will improve complexity
in feature -classification. The neural network
algorithm needs to be designed to process the non-
redundant features and perform classification
accurately. Most of the literature work report on use
of entropy features for signal classification. It is
required to capture more than one feature from
every band of EEG data recorded from every
electrode and perform classification. Improving
classification accuracy and reducing computation
complexity for real time use for BCI applications is
the primary focus of this paper. Design of suitable
feature extraction algorithm based on DTCWT and
corresponding classification methods based on
neural network approaches is carried out in this
work for processing EEG signals from ALS
Evaluation the
proposed algorithm is carried out by considering
200 different data sets that are available online.
Each of the data is labelled and the response for
each of the signals recorded from ALS patients is
addressed. The ALS signals are grouped into
normal and abnormal signals and are labelled for

patients for BCI applications.

identification. For evaluation of the developed
algorithms 20% of the EEG signals are reserved
and the remaining 80% of the signals are used for
training. Among the EEG signals considered for
training 60% of them are abnormal and 40% of
them are normal. The training algorithm considers
these signals and the network is trained to achieve
100% classification. The network is designed to
process the features that are extracted from
DTCWT sub bands. For evaluation of the trained
network, the data sets that are not part of the
training are used of which 15% of them are normal
remaining 85% are The
classification accuracy is computed for all the data
sets and compared with the existing algorithm.
Based on the accuracy achieved it is required to
justify the improvement in data processing
techniques proposed in this work.

and abnormal.

3. FEATURE EXTRACTION AND
BIOMARKER DETECTION

EEG signal processing requires suitable data sets
that are obtained from reliable sources that are

recommended for evaluation of algorithms for BCI
applications. The data sets are labelled and stored in
order differentiating between normal and abnormal.
Pre-processing is carried out on every EEG data
considering every signal recorded from the EEG
electrode. Pre-processing of EEG data remove
artefacts and noise that are captured while signal
recording. From the pre-processed data the most
relevant EEG signal captured from the electrodes
are selected for analysis. DTCWT and neural
network based algorithms are developed in
MATLAB for ALS signal classification as normal
and abnormal. By classifying the signals into
normal and abnormal, the normal signals are
considered for further processing and interpretation.
Evaluation of the algorithm is carried out by
identifying classification accuracy.

3.1 Development of Algorithm

EEG signals from 8 ALS participants asked to
focus on 36 different characters are recorded at the
Neuroelectrical imaging and BCI laboratory,
IRCCS foundation Santa Lucia, Rome, Italy is
downloaded from  bnci-horizon-2020.eu  for
analysis. The EEG data set represents evoked
potentials recorded using BCI2000 by Farwell and
Donchin [24] to differentiate between 36
characters. Scalp EEG recorded using MOBILAB
from channels Fz, Cz, Pz, Oz, P4, PO7 and POS
with sampling frequency of 256 Hz and band pass
filtering with bandwidth of 0.1 Hz to 30 Hz.
Participants seated were allowed to face computer
screen were flashed with the 36 characters and
subsequent eye movement were recorded. The
flowchart for feature extraction and feature
classification for the standard data sets is presented
in Figure 2.

The input data is pre-processed to remove artifacts
by filtering the raw data using moving average
filter (MAV) of order 10 and the filtered data is
interpolated by a factor of 5 to improve the number
of samples. The advantage of using order 10
MAYV and 5-point

interpolation will compensate loss of information
to filtering. Interpolated EEG data is
decomposed using DTCWT with 9-stage
decomposition algorithm. From the decomposed
EEG data, the sub bands capturing EEG data above

due
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64 Hz are discarded and the EEG data within the
band of interest are considered for further
processing. Discarding the sub bands outside 64Hz
results in denoising process and the EEG data
within the band of interest is processed by inverse
DTCWT to reconstruct EEG data. The de-noised
EEG data is further processed by the FFT module
to generate five sub bands and Power Spectral
Density (PSD) of each of these sub bands is
computed. From the PSD computed using three
different methods, neural network (NN) model is
trained to classify EEG data and 2/3% rule is
adopted to generate the final output classifying the
EEG data. La-grange’s Eq. (1) is used for the
interpolation of 5-point sequence.

(x=x1) (x=x3)... (Xx—%s)

Y= Gon) (o) (a9 V0 T
(x=x1) (x=x3)..(x—X5) T (x—x0) (x=x1) ... (x—%5)
G—x0) (2 —x) - (T—x9) ) 1 (ta—0) g =) (Ta—x0) ) 3

()

Where, x; to x, are the known data points. Figure 3
presents the 6-level DTCWT decomposition

delta band between 4125 units to 37609 units which
is highest among all bands. The PSD levels are
lower in the theta band for normal subjects.
Comparing the PSD levels of normal and subjects,
PSD levels in both alpha and theta bands are lowest
compared with all other bands (Figure 5). Alpha
band represent the relaxed state and theta band
represents activity state. The non-stationary
behaviour of EEG data during experimentation is
not captured using DWT and hence lower PSD
levels are obtained. Comparing the PSD levels
using DTCWT processing as shown in Table 2 and
Figure 6, the activity in both alpha and theta bands
are captured and hence the PSD levels are higher as
compared with PSD levels computed using DWT.
The feature extraction using DWT is providing
significant variation in Delta band activity in
Subjects when compared with Normal group with
variation to an extent of 95%.

Table 1: PSD Estimation Of Features Using DWT
Denoising And FFT

. . 8, Normal Subjects
algorithm. 10-tap Qshift filters represented as {HO, 0
Hl’ GO and Gl} are used for Slgnal deCOInpOSlthIl. Gamma | Beta Alpha Theta Delta Gamma | Beta Alpha Theta | Delta
Decomposition of signals considering both real and
o . 1| 89471 | 221683 | 289.09 | 1235900 | 14740 |4786.67 42983 | 19008 |0.70 | 4417
imaginary bands are considered to generate real and
imaginary sub bands that are symmetrical for |2 [ 114422 | 115456] 310.48 [ 460769 |1053719[ 209124 [375881 [25828 [172684]353.85
denoising process. 3 | 61430 | 806755 293949 | 10096 | 111122 [321187 | 109748 [34130 |95.81 |1829.39
The original EEG signal and the reconstructed
. .. . 4 39 5. pi 2 42 2 2 2 s
signal after denoising using complex wavelets 4 | 115385 | 75954 | §65.26 | 2818 | 779003 | 135270 |43720 | 12850 |47623 | 334772
using 6-level decomposition is shown in Figure 4. [57[a | 23184 | 20250 | 12735 | 691824 2248356 | 7649|1054 |85 | 45411
Figure 4(a) is the interpolated EEG data and Figure
6 | 40463 [1393.13 | 32834 | 609 | 412470 185132 | 103305 |336.64 |1387 | 11285
4(b) presents the five sub bands and the
reconstructed data. 7 304560 [ 87082 | 1439 | 342535 3760823 [69175 | 108835 | 14815 |429.12 33757
. . . . § | 742850 [ 377058 | 10323 | 16677 | 1406383 [ 143152 | 293224 4638|3241 | 131429
The de-noised signal using DTCWT is further

processed by FFT module for PSD estimation. For
comparison of performance improvement, PSD
estimation is carried out by computing FFT of de-
noised EEG signal carried out using both DTCWT -
and DWT. Table 1 presents the PSD of EEG signal o _

computing using DWT and Table 2 presents the “

PSD computed using DTCWT. EEG signals I 1 I] i - ] - ].
recorded from ALS patients while carrying out | Puinninin i 1 1.-: e :b! O
training is considered as subjects and while ALS

patients are in relaxed position is considered as
normal. The PSD levels of normal subjects in the

lpsen Wickiern

Figure 5: Graph Showing P.SDmEé.ﬁmated For Features
Using DWT And FFT

e
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Table 2: PSD Values Of Features By Using DTCWT
Method

Normal Subjects

Gamma | Beta | Alpha | Theta | Delfa | Gamma | Beta | Alpha

371.80 | 1084.83 | 63227 | 368.61 | 604.22 | 199459 | 241.08| 11625

93212 | 142120 | 47254 | 21554 | 131244 | 161591 | 1335.8 | 13357

03071 | 941721 1839.8 | 7.57 | 663.08 | 175272 | 24341 6773

1530.63 | 744.02 | 10355.0| 2544.6| 40536 | 1503.22 | 11629 132.77 5713

31478 | 15171 | 369.13 | 16198 | 1806.70 | 1437.18 366.76 4368

T34.60 | 92428 | 24104 | 11243 | 1778.88 | 1167.24 | 5 188.72 56.98

137021 | 89752 | 3353.0| 507.85 | 204350 | 78287 | 54247 4538 3009

4666.34 | 1294.28 | 464.71 | 660.19 | 198956 | 1329.01 | 2736.5 | 84.02 3939

Comparing the activity in terms of PSD between
normal and subject in all five bands considering all
eight EEG data sets, it is found that there is
significant variation in PSD levels between normal
and subjects. The variation in the gamma band is
not very distinct and is less than 21% difference.
The PSD level variation in beta band is more than
67% and the variation in alpha, theta and delta
bands are more than 85%. Comparing the PSD
variations in the alpha and theta band computed
using DTCWT is higher and distinct as compared
with  PSD levels computed using DWT.
Considering PSD levels as biomarkers in beta,
alpha, theta and delta bands to distinguish between
normal and subjects it is required to perform
classification of EEG signals to develop a
generalized method.

3000

2500

2000

o Hlﬂlﬁlmlﬁ

0
123 45{12 3451234512345 12345

=1

Gamma Beta Alpha Theta Delta

Normal group W Subjects
Figure 6: Graph Showing Average Of PSD Values
Estimated Using DTCWT Method

Figure 6 presents PSD characteristic plot estimated
for

five people from Normal and Subjects. Delta band
activity in Subjects is relatively higher when
compared to Normal group. The average percentage
of decrement in Delta band activity is 55%-90%.

The Cross Power Spectral Density Estimation
(CPSD) of EEG signals has been estimated by
taking two central brain signals from each person.
The CPSD of eight people belonging to each group
is presented in Table 3 and the corresponding bar
chart is presented in Figure 7. CPSD activity
computed on both normal and subjects are very
significant in delta band as compared with all other
bands. The average percentage variation of Delta
band activity is observed between 90%-95%.

Table 3: CPSD Estimation Of Features

8l Normal Subjects
o

Gamma | Beta | Alpha | Theta | Delta | Gamma | Beta | Alpha | Theta | Delta
1 0.01 0.51 0.19 050 | 4247 0.01 291 0.08 0.13 | 037
2 0.01 0.76 | 044 | 050 | 7488 | 0.01 304 | 0.0 | 0.08 | 0.14
3 0.01 2.36 0.65 046 | 14364 | 0.01 1.84 0.49 0.68 | 2049
4 0.01 0.79 | 057 | 112 |30342( 0.01 141 | 045 | 088 | 536
5 0.01 044 | 043 | 0.64 | 19653 0.01 094 | 017 | 040 | 147
6 0.01 0.67 0.08 0.28 | 26.90 0.01 0.95 0.15 047 | 043
7 0.01 119 | 033 | 056 | 96.00 | 0.02 275 | 021 | 078 | 214
] 0.03 2.83 246 197 | 21734 0.01 2.02 0.12 0.11 | 085

Computing CPSD significantly reduces the

intensity levels in all other bands compared with
delta band. The activity levels in beta, alpha, theta
and delta bands are higher as compared with delta
bands and hence the CPSD levels are considered as
biomarkers.

200
180
160
140
120
100

NN NN N YN

B oo o
[SEE=2N-1

0 7

=

123 45/12 34512 3451234512 34%5

Gamma Beta Alpha Theta Delta

Normal group M Subjects

Figure 7: Graph Showing Average Of CPSD Values
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PSD estimation using Maximum Entropy
Method by processing the de-noised EEG data
using DTCWT is tabulated in Table 4 and the
corresponding bar graph comparing PSD levels in
normal and subjects is presented in Figure 8.
Comparing the PSD levels in the delta band
between normal and subjects there is a maximum
variation of 98% (considering 6™ test case) and
minimum variation of 41% (considering 7" test
case). Similarly considering the theta band the
maximum and minimum variation is 97% and 33%
respectively. In the alpha band the variation
between normal and subject is 87% and 4%.
Considering all the three bands of delta, theta and
alpha PSD levels computed using MEM method as
biomarkers classification algorithms can be
designed.

Table 4: PSD Estimation Of Features Using MEM

8 Normal Subjects
e

Gamma | Beta | Alpha | Theta | Delta | Gamma | Beta | Alpha | Theta | Delta
1 7835 3951 | 1470 | 2636 | 767.39 | 2962 | 6559 | 581 | 6.16 | 1530
2| 1518 | 3679 | 2289 | 3603 | 1807.75 | 3023 | 5790 | 24.09 | 590 | 39516
3| 1767 | 113.68 | 46.69 | 3447 | 57161 | 2356 | 7037 | 2546 | 19.38 | 28.07
4 952 48.03 | 2832 | 1574 | 112292 | 20.18 | 5731 2841 [70.75 | 732.23
5 983 4315 | 16.05 | 16.35 | 1172.64 | 2256 |36.11 | 24.04 | 27.10 | 582.02
6 | 1636 | 2709 | 9.10 | 539 | 253348 | 1839 | 3632 1396 | 1741 | 3058
7 | 3332 | 6107 | 1905 | 1786 | 23875 | 8298 | 8548 | 2761 | 33.05 | 40261
§ | 4278 | 13500 | 6466 | 5272 | 2121.68 | 1976 | 4361 | 785 | 1143 | 296.16

The PSD levels computed in the delta band for both
normal and subject compared with PSD levels
computed using CPSD method there is significant
difference in intensity levels.

1000
500 -

12 3 4512 3 4512 3 45|12 3 45|12 3 4

Gamma Beta Theta Delta

Alpha

Normal group  mSubjects

Figure 8: Graph Showing The Average Of PSD
Estimated Using MEM

Shannon entropy method is also used to compute
energy levels of the EEG signals and is considered
as biomarker for ALS analysis. The average values
of entropy for the feature sets have been calculated
and the corresponding bar graph is presented in
Figure 9.

06

g 111

0
12 3 4 5/1 2 3 4 5|1 2 3 4 5|1 2 3 4 5|1 2 3 4 5

Gamma Beta Alpha Theta Delta

Normal group M Subjects

Figure 9: Graph showing the Shannon entropy
estimation of features

Considering  Shannon method for energy
computation and the bar graph analysis it is found
that the energy levels between normal and subjects
in all five bands are not very distinct and hence of
all the four energy levels only three of them are
considered as biomarkers for signal classification.

4. Neural Network Classifier

Feedforward neural network (FFNN) algorithm
with more than two layers is used for classification.
The
input data to the FFNN is from three data: PSD,
CPSD and MEM. Each of the data consists of 5
energy levels and the input layer to the FFNN is set
to five. The output to be generated by the FFNN is
set to 2 considering redundancy and hence the
output layer is designed with two neurons. The
number of hidden layers is selected to be 3 with
each layer having different number of neurons. The
FFNN structure selected is shown in Figure 10.
Each of the input data set corresponds to the feature
set that generates biomarker for ALS classification.
Each of the feature sets is normalized and given as
the input to FFNN. The target output for normal
subject is set to [0.2 0.2] and for subject the target
is set to [0.8 0.8] and is shown in Figure 11. The
PSD levels obtained are arranged in 5 x 1 column
data as input layer to the FFNN and the target is set
to 0.8 or 0.2. FFNN network is set with 1000
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epochs and MSE is set to 10”7. Two levels of targets
are used to increase consistency and efficiency of
algorithm. For the first NN created, PSD values of
feature sets correspond to Normal group and
Subjects have been used and it is shown in Figure
12(a). The input matrices are of dimension 5-by-32.
Similarly, for the second pattern classifier has been
created using CPSD estimation values as the input
matrix and this is shown in Figure 12(b). The third
NN has been created using PSD estimation using
MEM as the input matrix and it is shown in Figure
12(c). The FFNN is trained for the known data sets
and the network parameters are observed for MSE,
gradient and regression matrix. Based on the
training performances the number of neurons in the
hidden layers is set to obtain accurate classification
of data sets.

The outputs for the FFNN trained is obtained and
presented in Figure 13, outputs obtained
demonstrate the classification as ALS and non-ALS
based on outputs generated 0.2 or 0.8.

outputsl

* | outputs2 x| outputs3  ®
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1 2 3
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4

] [

Command Window
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Figure 13: Output Of The DTCWT Based Algorithm For
Classification Of ALS, When Input Signals Are: (A)
Normal Or Non-ALS. (B) ALS

5. COMPARISON OF
ALGORITHM WITH DWT

DTCWT

The results are consistent while using DTCWT
and the results are not consistent with DWT
algorithm. The training of neural network with
tansig-purelin transformations and by using PSD

estimations of the feature sets obtained from DWT
and DTCWT based algorithms are shown in Figure
14. The target output is 0.2 and it has been achieved
using DTCWT algorithm.

tansig_purelin_o... = [

[ tansig_purelin_output

1 2
0.2665
0.3373
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NV I A s
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0.2000
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L%, DR R KV R R S
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Figure 14: Result Of NN For Normal EEG Signal Using:
(a) DWT And (b) DTCWT

Using DTCWT algorithm, perfect reconstruction
can be achieved from wavelet coefficients than
from the DWT algorithm. Using DWT, it cannot be
achieve beyond levell. After training the neural
network, the best performance validation rate,
network training state and the training error are
estimated from the plots as depicted in following
figures. Figure 15 reflects the best validation
performance curves with MSE for an NN that
obtained minimum gradient at epoch 20. The
curves in Figure 16 show the estimation of training
states at epoch 20. Errors after NN training are
plotted as histogram in Figure 17.
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Best Validation Performance is 5.8419e-10 at epoch 20
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Figure 15: Best Validation Performance Curve For An

NN After Training

Gradient = 3 2892e-08, at epoch 20

gradient
o
=
L

Mu = 1e-14, at epoch 20

S
2 10 w—’\’_\

Validation Checks = 0, at epoch 20

20 Epochs

Figure 16: Plots For The Estimation Of Training States
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Figure 17: Histogram Showing NN Training Errors

The weights and biases of each network are
obtained after training in MATLAB. The developed
algorithm demonstrates improvement in
classification accuracy and achieves 100% accuracy
for all the data sets considered. The processing
speed of the proposed algorithm is optimized and a
trade-off is achieved between speed and accuracy.
Redundant features captured from both the real and
imaginary sub bands are selected to improve
processing speed. Features from multiple levels
considering all the EEG bands provide additional
information for accurate classification. Considering
PSD, CPSD and Shannon entropy features and
training the neural network model improves the

performance of the proposed model. It is required
to evaluate the performance of the proposed
algorithm considering ALS signals with multiple
motor neuron movements. Artefacts due to
recording, muscle movement and eye movement
need to be identified and removed prior to
classification.

6. CONCLUSION

The proposed method based on DTCWT based
algorithm is a novel algorithm for the consistent
detection and classification of Amyotrophic Lateral
Sclerosis at the earliest. From the analysis of
proposed method it has been found that the PSD at
Delta band is comparatively very less in ALS
patients. The reduced activity of the Delta band
reflects the structural and functional alterations
occurred in the neural network of the affected
person due to ALS. The average decrement in Delta
band activity of an affected person is approximately
60-90%. The maximum computation time for the
proposed algorithm is approximately 9.5 seconds.
Therefore, PSD estimation of EEG signals based on
DTCWT algorithm, especially that of the Delta
band generates the potential biomarker and the
proposed method can be used as the best algorithm
for easiest and earliest detection and classification
of ALS. The comparative study of DTCWT with
DWT reveals that DTCWT is the efficient method
that produces consistent result for biomarker
detection as well as for classification of ALS EEG,
even when multi-level decomposition using DWT
also provides biomarkers to some extent. 100%
accuracy is achieved for the verification of the
suggested algorithm with test datasets.
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Figure 2: Proposed Algorithms For EEG Signal Processing Based On DTCWT
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Figure 10: FFNN structure for classification
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Figure 12: Input Matrices To Nns Created From: (a) PSD Estimated Using FFT (b) CPSD (c) PSD Estimate Using
MEM
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