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ABSTRACT 
 

Underwater acoustic communication networks (UWAN) have recently attracted much attention in the 
research community. Error control coding one of the primary building blocks in underwater MODEMs plays 
a vital role in achieving better Bit Error Rate (BER) performances. In this paper, Adaptive Turbo Decoder 
(ATD) algorithm is designed by considering Adaptive Viterbi Decoder (AVD) customized for underwater 
acoustic MODEM applications. The ATD module is designed with four parallel processing architectures to 
perform message decoding, multipath computing, branch metric unit (BMU), and Add-Compare-Select 
(ACS) operations. The designed ATD is modelled in MATLAB and evaluated for its BER performance 
considering Rayleigh and Rician channels demonstrating improvement in BER over 10-4. The ATD module 
is further coded in Verilog HDL and verified for its functionality considering different test-vectors and 
implemented on Virtex FPGA optimizing Area, Power, and Timing requirements. 

Keywords: Turbo Decoder, Underwater Communication, Viterbi Decoder, Adaptive Algorithm, FPGA 
Implementation 

1. INTRODUCTION 

Underwater communication in recent 
years is in greater demand with applications such 
as oil field monitoring, data collection from the 
ocean, maritime archaeology, disaster 
prevention, coastline security, and fishing 
activity. Deployment of wireless nodes that 
operates on acoustic signals in an underwater 
environment helps in data gathering and 
communication between them. Sensor nodes 
based on acoustic signal support an operating 
range of 5-10 kilometres with the trade-off being 
low data rates. The underwater environment is a 
complex channel having a multipath 
environment and limited bandwidth due to time-
varying, space varying, and frequency selective 
characteristics [1]. Acoustic signals travel at 
slow speed (approximately less than 1500 m/s) in 
water medium limiting transmitting speed of data 
and delay in delivery. Acoustic signals get 
attenuated due to absorption in water and signals 

get transformed due to heterogeneous 
characteristics as well as Doppler effects that are 
caused due to movement between transmitter and 
receiver. Underwater channel exhibit random 
characteristics due to seasonal changes, 
geographical variation in temperature and water 
salinity, seabed relief, currents, tides, and 
internal waves caused due to movement of 
objects. The primary building blocks in the 
acoustic modem are the modulator and channel 
coder. The use of Orthogonal Frequency 
Division Multiplexing (OFDM) achieves high 
data rates, it is required to carefully analyze the 
appropriate modulation scheme and error coding 
scheme for establishing a successful 
communication link in underwater 
environments.  

To achieve Bit Error Rate (BER) nearer to 10-4 
suitable error coding techniques have been used 
that combines Reed Solomon (RS) Code with 
Block Turbo Code (BTC) [2-3] and is termed as 
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RS-BTC code. Decoding of information from the 
received signal was carried out based on Chase-
Pyndiah [4-5] algorithm and error correction was 
carried out using the Berlekamp-Chen algorithm 
[6]. Comparison of convolutional codes, RS 
codes with RS-BTC is carried out by Goalic et al. 
[7]. To improve BER from 10-2 to 10-4 in 
convolution coding the number of iterations in 
the decoder was set to 16. BER of 10-4 was 
achieved by using three iterations in RS-BTC 
coding. The limitations of RS-BTC are that it 
occupies a long data packet and is difficult to set 
constraints during real-time analysis. Adaptive 
transmission schemes that use adaptive 
modulation techniques and coding techniques 
according to channel conditions are reported [8-
10] achieving better BER and data rates.  The 
improvement in the BER performance of the 
OFDM system using LDPC and Turbo codes for 
different channel models like AWGN, Rayleigh 
flat, and frequency selective fading were carried 
by Sameer A. Dawood et al. [11]. The results 
indicated that the use of channel coding in the 
OFDM system can offer a higher data rate. BER 
Performance using Rician and Rayleigh channel 
model of a precoded OFDM system were for 
varying Doppler shifts proposed by 
Padmanabhan et al. [12] show throughput can be 
increased by precoded OFDM system. 

Adaptive OFDM based underwater 
communication modem is implemented on a 
hardware platform [13] and is evaluated for its 
performances considering the QPSK modulation 
scheme demonstrating improvement in BER. 
Weiwei Kan et al. [14] have developed an OFDM 
system with (2, 1, 7) convolutional code and 
Viterbi decoder to minimize BER and to 
overcome phase error. Interleaving of error 
coded data is carried out to minimize continuous 
errors to random errors. QPSK and 16 QAM 
modulation schemes are used in this system 
demonstrating BER of 10-3 at 15 dB SNR. 
OFDM algorithm is developed using Dynamic 
Coded Cooperation (DCC) scheme for 
underwater relay networks [15] with two 
different error coding schemes: Low-Density 
Parity Check (LDPC) and Layered Interblock 
Erasure Correction Codes. QPSK modulation 
and 1024 FFT processor is used for symbol 
mapping and subcarrier modulation, 
respectively. Packet error rate (PER) of 10-3 is 

observed in LDPC coding and Block Error Rate 
of 0.05 is observed with the use of Erasure 
correction scheme. LDPC code is demonstrated 
to be superior to turbo codes for speech data 
transmission over an underwater environment 
[16]. LDPC coding is modified further to match 
the properties of modulated symbols 
demonstrating improvement in BER in 
multicarrier underwater systems [17]. LDPC 
coding for underwater communication has also 
been demonstrated to achieve improvement in 
BER with lower SNR [18] which is achieved by 
suitably selecting encoding and decoding 
parameters matching the underwater acoustic 
channel requirements. An underwater 
communication system that can process the weak 
signal in a low-frequency acoustic band is 
designed by Michel Barbeau et al. [19]. 
Frequency shift keying modulation scheme, 
synchronization methods have been used along 
with convolutional codes for channel coding with 
rate ½ and constraint length of 32. At the receiver 
Fano [20] decoding algorithm is used which is a 
sequential decoding algorithm in place of Viterbi 
decoder to achieve a superior decoding rate of 
0.22 bits per time unit as compared with 1 
bit/time units of Viterbi decoder.  Convolutional 
encoded error coding scheme with Viterbi 
decoder is used with Frequency shift keying 
modulation scheme [21] demonstrating PER less 
than 10-3 at 10dB Eb/No. The watermark model 
is used for channel modelling and the 
performances are compared with JANUS 
implementation. Studies on turbo coding 
methods for underwater communication is 
reported in the literature demonstrating 
advantages over RS encoding and Convolutional 
encoding techniques. With the underwater 
channel being dynamic in nature, most of the 
error coding methods are not able to achieve 
minimum BER results.  

In this paper, adaptive turbo decoder is proposed 
and is evaluated to achieve better and consistent 
BER considering dynamic properties of the 
underwater channel, Section 2 discusses in detail 
the underwater channel and its properties, 
Section 3 presents turbo encoder and decoder 
algorithm, Section 4 presents the architecture of 
Viterbi decoder, Section 5 presents adaptive 
Viterbi decoder for turbo decoding and results 
are presented in section 6. 
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2. UNDERWATER CHANNELS 

Absorption loss, signal spreading loss 
increases with distance and is also dependent on 
operating frequency [22]. The path loss in 
acoustic signal is given as in Eq. (1), is expressed 
in terms of absorption coefficient a(f), signal 
frequency f, transmission distance l, reference 
distance lr, and path loss constant ka. Absorption 
coefficient expressed in terms of dB/km 
increases with an increase in acoustic signal 
frequency.  

𝐴ሺ𝑙, 𝑓ሻ ൌ ሺ𝑙 𝑙௥⁄ ሻ௞ೌ𝑎ሺ𝑓ሻ௟ି௟ೝ              ሺ1ሻ   

Ambient noise and site-specific noise are the two 
prominent noise sources in underwater channel 
that effects acoustic signal propagation. Site-
specific noise may be due to ice breaking or 
shrimp snapping and is modelled as non-
Gaussian noise. Ambient noise is due to 
turbulence, rain, and ship movement and is 
modelled as Gaussian noise. Noise power 
spectral density decreases at a rate of 18 
dB/decade with an increase in frequency [23]. 
The Signal to Noise Ratio (SNR) is a function of 
signal bandwidth in an underwater channel 
environment and is expressed as in Eq. (2).  

𝑆𝑁𝑅ሺ𝑙, 𝑓ሻ ൌ 𝑆௟ሺ𝑓ሻ 𝐴ሺ𝑙, 𝑓ሻ𝑁ሺ𝑓ሻ⁄         ሺ2ሻ 

Sl(f) is the power spectral density of signal 
travelling in the channel. The acoustic signal 
bandwidth is a function of transmission distance. 
The bandwidth and power that is required to 
achieve a specific SNR over a specific distance 
are computed by Eq. (3). The parameters b, p, β, 
and Ψ depend upon path loss and ambient noise.  

𝐵ሺ𝑙ሻ ൌ 𝑏. 𝑙ିఉ

𝑃ሺ𝑙ሻ ൌ 𝑝. 𝑙ஏ ቋ                            ሺ3ሻ 

At higher acoustic signal frequency, the 
bandwidth is limited to less than 1 kHz, for the 
lower frequency of operation around 10 kHz the 
bandwidth is around 12 kHz. Another important 
factor to be considered in an underwater 
environment is the multi hopping concept that 
achieves higher data rates and lower power 
consumption by placing multiple Trans- receiver 

modules at short distance locations between 
source and destinations [24]. Multipath occurs in 
the underwater channel due to sound reflection at 
the surface, at the bottom of any other objects. 
Sound travels at different speeds and is 
dependent on temperature, pressure, and water 
salinity. The underwater channel can be 
modelled as an impulse filter considering the 
reflection and refraction properties of sound 
waves and the number of significant propagation 
paths and signal strengths. The simplest model 
for underwater channel is expressed as in Eq. (4) 
that represents the frequency response of the 
sound path [25] 

𝐻௣ሺ𝑓ሻ
Γ௣

ට𝐴൫𝑙௣, 𝑓൯
                             ሺ4ሻ 

The parameters Γp and A represents the 
reflection coefficients and propagation loss along 
pth  path respectively. The propagation loss is a 
function of lp called the length of the path and 
frequency of signal ‘f’ [26]. Time variability of 
an underwater channel is also to be considered 
during underwater communication model design. 
Time variability in this channel is observed due 
to changes in propagation medium or changes in 
surface waves that shift the reflection point 
resulting in scattering of signal and Doppler 
spreading. It is a very complex process to model 
acoustic channels considering time variability, 
and the simplest acoustic channel model is based 
on Rayleigh or Rician channel models [27]. 
Doppler effect that occurs due to the motion of 
transmitter and receiver causes frequency shift 
and signal spreading. Doppler shift is measured 
as a ratio of relative transmitter-receiver velocity 
and sound speed. Doppler effect is not negligible 
in an underwater environment as there will 
always move in the transmitter-receiver modules 
due to movement in waves, currents, and tides. 
Research studies are active in identifying 
accurate methods for modelling Doppler effects 
in an underwater environment.  

3. TURBO ENCODER AND DECODER 

Turbo coding uses two convolutional 
coders with recursive structure [28-29] operated 
in parallel with an interleaver between encoders 
that generates two-bit streams is as shown in 
Figure 1. Two recursive systematic 
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convolutional (RSC) codes are used to generate 
turbo codes. The advantage of the RSC encoder 
is that BER performances are better than any 
other systematic coding methods at a higher 
coding rate. The output of each of the storage 
units in RSC is recursively computed as in Eq. 
(5), where the input data bit is represented as Dk 
and g'i is the generator code words. 

𝑎௞ ൌ 𝑑௞ ൅ ෍ 𝑔௜
ᇱ

௞ିଵ

௜ୀଵ

𝑎௞ିଵ                          ሺ5ሻ 

The input data Dk is processed by the recursive 
convolutional encoder C1 to generate the 
encoded data sequence Y1K. The data stream Dk 
is interleaved by random interleaver to generate 
data stream Ek which is encoded by the second 
encoder C2 to generate data stream Y2k. The 
encoded data stream Xk, Y1k, and Y2k are 
multiplexed to get encoder output denoted as Yk. 
The interleaved logic can be designed to suit the 
channel noise errors. The data rate of 
convolutional encoders is computed as R = (n1 
+n2)/(2n1 + n2), where n1 and n2 indicate the 
number of iterations required for encoding the 
data stream Dk and Ek respectively. The IIR 
property of RSC and the use of random 
interleaves protect the turbo encoder in the 

generation of low-weight codewords [30]. The 
Channel model for underwater applications is 
considered as the Rician and Rayleigh model 
with three multipath signals and a doppler 
frequency shift of 50 Hz. The turbo encoder with 
a constraint length of K=3 and rate ½ is 
considered for the channel encoding scheme. The 
encoded data Yk is transmitted over the 
underwater channel and at the receiver, the data 
with error Y'k will be decoded by the Turbo 
decoder. At the receiver, a decoding  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

algorithm [31] is selected to generate soft 
decision output. The soft decision output is 

derived considering joint probability 𝜆௞
௜,௠ which 

is defined as in Eq. (6),  

𝜆௞
௜,௠ ൌ 𝑃ሼ𝑑௞ ൌ 𝑖, 𝑆௞ ൌ 𝑚|𝑅ଵ

ேሽ                   ሺ6ሻ 

The parameters Sk is the state of the encoder at 
any given time k, R1

N is the binary data received 
during the time k=1 to N. The decoded data is 
represented as binary data and is expressed as in 
Eq. (7), 

𝑃ሼ𝑑௞ ൌ 𝑖|𝑅ଵ
ேሽ ൌ ෍ 𝜆௞

௜,௠ 𝑖 ൌ 0,1
௠

             ሺ7ሻ 
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Figure 1: Turbo Encoder Using Convolutional Encoders And Interleaver 
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Considering Eq. (7) the log-likelihood ration 
(LLR) is expressed as in Eq. (8),                     

𝐿൫𝑑መ௞൯ ൌ 𝑙𝑜𝑔 ቈ
∑ 𝜆௞

ଵ,௠
௠

∑ 𝜆௞
଴,௠

௠
቉                            ሺ8ሻ 

RSC decoder decides the data bit based on the 
maximum a posteriori (MAP) decision rule by 
comparing Eq. (8) to a set threshold (threshold is 
basically set to zero), which is 

mathematically represented as in Eq. (9),  

𝑑መ௞ ൌ 1 𝑖𝑓 𝐿൫𝑑መ𝑘൯ ൐ 0 

𝑑መ௞ ൌ 0 𝑖𝑓 𝐿൫𝑑መ𝑘൯ ൏ 0   
ቋ                    ሺ9ሻ 

Figure 2 presents the Turbo Decoder block 
diagram that decodes a set of input Rk those are 
represented as random variables Xk and Yk. The 
decoder input Yk which is a turbo encoded data 
sequence is redundant which is obtained from 
two RSC encoders at the transmitter. The data 
sequence Yk is de-multiplexed and one set of data 

sequence (Y1k) is processed by Decoder 1. 
Similarly, the de-multiplexed data Y2k is 
processed by decoder 2. Decoder 1 decodes the 
information bit from the noisy data sequence 
which is interleaved by a similar interleaver that 
was used at the transmitter. The interleaved data 
output of decoder 1 is time-ordered as Y2k data 
and both data sequences are processed by 
decoder 2 to generate the correct decoder output. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.1 Turbo Decoder Iterative Algorithm 

Considering the log-likelihood 
ratio(LLR) the output of RSC decoder  𝐿൫𝑑መ൯ is 
expressed considering three LLRs which are 
statistically independent such as channel 
measurement LLR (𝐿௖ሺ𝑥௞ሻ), a priori knowledge 
of data (L(d)) and extrinsic LLR (𝐿௘൫𝑑መ௞൯)as in 
Eq. (10) 

𝐿൫𝑑መ൯ ൌ 𝐿௖ሺ𝑥௞ሻ ൅ 𝐿ሺ𝑑ሻ ൅ 𝐿௘൫𝑑መ௞൯          ሺ10ሻ 

L1(d^k) 

L1(d^n) 

Decoder 1 

Decoder 2 
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Le2(d^k) 

Hard Decision 

L2(d^k) 
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Figure 2: Turbo Decoder 
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Considering the data bits are equally likely i.e.    
𝐿௘൫𝑑መ௞൯ ൌ 𝐿൫𝑑መ௞൯ห

௫௞ୀ଴
 Eq. (10) is rewritten as 

Eq. (11) for the soft decision output at any given 
time k. The terms 𝐿௖ሺ𝑥௞ሻ and 𝐿௘൫𝑑መ௞൯ are data 
sequences assumed to be corrupted with 
uncorrelated noise.  

𝐿ଶ൫𝑑መ௞൯ ൌ 𝑓ൣ𝐿ଵ൫𝑑መ௞൯൧ ൅ 𝐿௘ଶ൫𝑑መ௞൯         ሺ11ሻ 

The data bits dk being decoded by the decoder 
can be observed using the information in the data 
sequence 𝐿௘൫𝑑መ௞൯. Decoder 1 processes inputs 

Y1k and feedback input zk (𝐿௘ଶ൫𝑑መ௞൯ሻ  to generate 

the data sequence 𝐿ଵ൫𝑑መ௞൯. Similarly, decoder 2 
processes two inputs y2k and L1(d^n) to generate 
Le2(d^k) and L2(d^k). The output Le2(d^k) is fed 
back in the loop and the output L2(d^k) is 
processed by the hard decision logic to generate 
binary data. The output of decoder 2 is expressed 
as in Eq. (11), considering that both inputs are 
statistically independent. Considering the 
underwater channel as Gaussian channel, the 
term L1(d^k) is expressed as in Eq. (12),  

𝐿ଵ൫𝑑መ௞൯ ൌ
2

𝜎଴
ଶ 𝑥௞ ൅ 𝐿௘ଵ൫𝑑መ௞൯                 ሺ12ሻ 

The extrinsic data Le2(d^k) and the observation 
vectors that are used by the two decoders Xk and 
Y1k are weakly correlated due to the presence of 
interleaver between decoder 1 and decoder 2. As 
they are weakly correlated, using these data 
sequences together helps in decoding of the 
binary sequence dk. Decoder performance in 
decoding binary bits with good BER is achieved 
by an increase in the number of iterations. With 
the feedback loop and complexity in the 
operation of each of the decoders, there is a large 
delay in the turbo decoding process. Literature 
studies on turbo decoder design reducing 
computation complexity have been reported in 
[32]. Another approach is to use the Viterbi 
decoding algorithm in place of turbo decoders 
and it is estimated that turbo decoders are twice 
complex as Viterbi decoders are less complex 
than turbo decoders both in terms of decoding 
time and circuit complexity. An improved 
method reducing decoding time and power 
dissipation in the Viterbi decoding algorithm is 
presented by self ref [35]. Adaptive decoding 
logic with a feedforward approach is presented 

for the Viterbi decoder algorithm. To achieve 
good BER performances and improving 
hardware efficiency in terms of delay and power 
metrics Adaptive Turbo Decoder (ATD) is 
proposed. 

4. ARCHITECTURE OF VITERBI 
DECODER 

The architecture of the design is as 
shown in Figure 3. There are 5 main units in the 
Viterbi decoder: Branch Metric Unit (BMU), 
Add Compare Select Unit (ACS), Traceback 
Unit (TBU), Memory Management Unit 
(MMU), its Survivor Memory (SMU), and 
Control Unit. The key challenge in designing 
low-power Viterbi decoder architecture is the 
realization of the suitable structures for the three 
major blocks in the decoder i.e. the BMU, ACS, 
and the SMU. 

4.1 Control unit, clock, BMU and ACS 

The Control unit and the clock unit is 
used to provide control and clock signals for all 
blocks. The control unit generates signals such as 
CompareStart, TB_EN, and ACSpage. From the 
trellis diagram we see that for the first (K–1) 
stages on each node, there is only one incoming 
branch entering a node. The CompareStart will 
signal ACS not to do a compare operation during 
the first (K-1) process since there is only one 
survivor. The traceback process will begin only 
after there were 32 sets of survivor data in the 
survivor memory when the TB_EN is high. The 
ACS page signal indicates the processed state in 
the trellis. 

 
Figure 3: Architecture of Viterbi decoder 
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The Branch Metric Unit (BMU) calculates the 
distance between the received symbols and 
codeword on the branches. Hamming distance is 
used to calculate the minimum distances. The 
BMU is internally composed of an encoder 
which computes the codeword and some 
additional circuitry to calculate the hamming 
distance between the computed codeword and 
the received codeword.  The input to this block is 
a 2-bit codeword which forms the received data. 
The expected data which is also 2-bit wide is 
compared with the received bits to obtain the 
hamming distance. The BMU calculates its 
distance with all possibility of branch metric, 
giving the distances of the code word. In this 
way, all possible values of branch metrics are 

generated by the BMU. These distances are later 
used by the ACS unit to select the survivors 
among the incoming branches. The second block 
in the decoder is the Add-Compare-Select unit 
(ACS) which is computationally the most 
demanding part in the Turbo decoder (TD). The 
ACS unit consumes the most power and area in 
the TD due to the large no. of ACS operations 
which is equal to 2K-1 per trellis stage. This 
block selects the optimal path to each state in the 
Viterbi trellis. The required ACS operations per 
trellis stage are equal to 2K-1. A path metric unit 
summarizes branch metrics to get metrics for the 
2K−1 path, one of which can eventually be 
chosen as optimal. The results of these decisions 
i.e. the survivors are written to the memory of a 
traceback unit. ACS architecture is shown in 
Figure 4. 

Figure 4(a) shows an intermediate stage of the 
trellis in the 64-stage trellis diagram. The TM 
represents the Transition Metric or the Branch 
Metric value. S stands for an intermediate state 
such as S0 and S32 as shown in figure 4(b). Figure 
4(b) forms the ACS unit for trellis shown in 
Figure 4(a). The PMS0 (n-1) and PMS32

(n-1) is Path 
Metric of the previously calculated path which is 
retrieved from the memory for the ACS 
operation. The design uses four parallel 
simplified ACS units which perform comparison 
among candidate paths to determine survivors 
and compute the corresponding path metrics. In 
figure 4(b) shown, DS0 and DS32 are the survivors 
obtained after the ACS operations. The four-state 
ACS unit updates path metrics for a single 
iteration of the trellis. On each clock cycle, four 
path metrics from the previous stage are input 
and four updated path metrics are output. The 
PMS0 and PMS32 are the current state path metric 
or the updated path metric obtained after the ACS 
operation which is temporarily stored in the 
RAM and retrieved again for calculating the next 
state ACS operations. Each updating also 
generates a vector of four 1-b decisions that are 
output to the trace-back unit. Al1 outputs are 
registered in flip-flops.  

 4.2 SMU, MMU and TBU 

The survivor memory (SMU) is used 
to save the survivor's data calculated by the ACS 
Unit. The survivor memory size is chosen 
according to the constraint length. The survivor 

(b) ACS architecture 

(a) Trellis Diagram 

Figure 4: State transition and corresponding 
ACS structure 
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data will be later used by the Traceback unit to 
find decoded data. The Memory Management 
Unit (MMU) block will control the operation of 
survivor memory. The memory management unit 
generates signals such as TBPage, AddressTB, 
DataRAM, Readclock, and Writeclock. The 
TBPage holds the value of the current stage in the 
trellis. For a read operation, the address is 
generated from the TBPage signal from the 
MMU, and the AddressTB signal coming from 
the Traceback unit. The resulting Address, the 
combination of TBpage and AddressTB, will 
then be used to read the survivor data. For a write 
operation, the DataRAM signal will be sent into 
the Traceback Unit. The Traceback Unit will 
provide the next AddressTB signal. By 
decreasing the TBPage, we will be able to read 
the survivor data from the memory. The 
Traceback unit (TBU) is the final stage in the 
decoder which retrieves the survivors from the 
memory and decodes the data. The ACS block 
assigns the measurement functions to each state, 
but the actual Viterbi decisions on encoder states 
are based on the traceback operation to find the 
path of the states. Using the traceback operation, 
every state from a current time is followed 
backwards through its maximum likelihood path. 
All the paths converge at a point somewhere 
previous point in time. The point at which the 
corrected bitstreams starts is called the traceback 
depth. By finding this point, the traceback 
operation decisively determines the state of the 
encoder at a given time, by showing that, at this 
point, there is no choice for an encoder state 
given the global maximum likelihood path.  

 
The performance of the Viterbi decoder largely 
depends upon the traceback depth. The increase 
in traceback depth increases the complexity and 
hardware exponentially so one has to trade-off 
between the performance level and the 
complexity and hardware. Normally for decoders 
using non-punctured codes, the traceback depth 
equals 5- times constraint length, which is 
enough to decode the correct output in the 
presence of noise. But for decoders using 
punctured codes and a 2/3 data rate, and 8-times 
constraint length is optimal. If the data rate is 3/4, 
then a 10-times constraint length should be used. 
The main bottleneck in implementing the Viterbi 
algorithm for convolution codes is that, for every 
newly received symbol information, the 
algorithm must trace back over multiple states. 
The summary of the decoding process is as 
shown in the flow chart of Figure 5. 

5. ADAPTIVE VITERBI DECODER (AVD) 
FOR TURBO DECODING 

In [33] adaptive Viterbi decoder 
architecture based on systolic array architecture 
with time multiplexing and pipelining is 
implemented on Virtex-II FPGA operating at a 
maximum frequency of 40 MHz and consuming 
power of less than 800 MW. In [34] 
reconfigurable hardware that takes full 
advantage of adaptive Viterbi algorithm is 
implemented with parallelism scheme on Xilinx 
XC4036-based PCI board, with 20% 

performance improvement with a maximum 
operating frequency of 40 MHz. Very few 
studies have been reported on Adaptive Turbo 
Decoder algorithm implementation. In this 
section, a detailed discussion is presented on 
ATD architecture design and VLSI 
implementation. To improve the operating speed 
and reduce the power dissipation of adaptive 
Turbo decoder architecture on the FPGA 
platform, it is required to design the subsystems 
as compatible with FPGA resources. FPGA 
consists of slices, Look Up Table (LUTs), 
multiplexers, flip flops, adders, multipliers, and 
memory elements. In this work, an adaptive 
decoding algorithm is realized on FPGA by 
utilizing logic elements in the configurable logic 
block.  

Figure 5: Decoding process 
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In the Viterbi decoder, there are four nodes in 
every trellis. Each of these nodes (S0, S1, S2, S3) 
performs branch metric operation and 
accumulate, compare, select operation.    In 
Figure 6 the adaptive logic that is proposed in 
[36-37] is presented that forms the sub-block for 
adaptive Viterbi decoder architecture for one 
node. In the branch metric unit C1 and C2 which 
are expected outputs at every state is XOR with 
received code R for computing branch metric and 
the path metric is updated with branch metric. In 
the adaptive logic with feed-forward data 
processing, the lowest path is computed and is 
retained simultaneously. The path selected is 
stored in the register along with the 
corresponding decoded message bit. The path 
metric computed in every clock is fed back into 
the ACS unit for computation of next state path 
metrics and the decoded message for a new set of 
the received codeword.

The ACSU operation with path metric update 
(PMU) for the j and j+2 nodes is given in Eq. 
(13). From the path metric the selection of 
minimum path is carried out based on the 

decision 𝐷ௌ௝
ሺ௡ሻ and 𝐷ௌ௝ାଶ

ሺ௡ሻ  as in Eq. (14) 

𝑃𝑀ௌ௝
ሺ௡ሻ ൌ 𝑚𝑖𝑛ቄ𝑃𝑀ௌଶ௝

ሺ௡ିଵሻ ൅ 𝐶ଶ௝, 𝑃𝑀ௌଶ௝ାଵ
ሺ௡ିଵሻ ൅

 𝐶ଶ௝ାଵ,௝ቅ  

𝑃𝑀ௌ௝ାଶ
ሺ௡ሻ ൌ  𝑚𝑖𝑛ቄ𝑃𝑀ௌଶ௝

ሺ௡ିଵሻ ൅ 𝐶ଶ௝,௝ାଶ, 𝑃𝑀ௌଶ௝ାଵ
ሺ௡ିଵሻ ൅

 𝐶ଶ௝ାଵ,௝ାଶቅ                                     ሺ13ሻ  

 
 

𝐷ௌ௝
ሺ௡ሻ ൌ  𝑠𝑖𝑔𝑛ቄ𝑃𝑀ௌଶ௝

ሺ௡ିଵሻ ൅ 𝐶ଶ௝ െ  𝑃𝑀ௌଶ௝ାଵ
ሺ௡ିଵሻ ൅

 𝐶ଶ௝ାଵ,௝ቅ  

𝐷ௌ௝ାଶ
ሺ௡ሻ ൌ  𝑠𝑖𝑔𝑛ቄ𝑃𝑀ௌଶ௝

ሺ௡ିଵሻ ൅ 𝐶ଶ௝,௝ାଶ െ

  𝑃𝑀ௌଶ௝ାଵ
ሺ௡ିଵሻ ൅ 𝐶ଶ௝ାଵ,௝ାଶቅ                   ሺ14ሻ  

 

The path metric is computed for multiple clocks 
and the minimum path metric is computed by 
identifying the most-likely message data and the 
truncation length. The truncation length TL for 
constraint K is given as in Eq. (15), where R is 
the coding rate, C is the channel capacity. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 6: Decoder Architecture for every node. 
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The trellis paths for the decoding algorithm with 
input sequence [11 01 00 10 10 01 01 11 10 00 
01] and error observed at 5th, 9th, and 14th-bit 
positions are shown in Figure 7. It is observed 

that as at every stage of decoding there are eight 
paths that need to be verified and the path with 
minimum error to be retained thus increasing 
decoding complexity. The path metric after 
decoding is traced back to identify the message 
bits which further delays the decoding time. In 
AVD instead of retaining all 2K-1 paths, the 
computation complexity and memory 
requirement is reduced by retaining only paths 
that satisfy predetermined criteria. The three 
parameters that decide the number of paths to be 
retained are the threshold (T), Hamming distance 
(dm), and a total number of survivor paths (Nmax). 
The decoding algorithm retains only the path 
metrics that are less than 

(T + dm) and survivor paths that do not exceed 
Nmax. Figure 8 shows the trellis diagram for the 
Adaptive Viterbi Decoder for trellis states from 
time t0 to t5. Comparing Figure 7 and Figure 8 the 
number of survivor paths in time t5 are eight and 
two, respectively.  

 

 

 

 

 

5.1 Adaptive Algorithm 

At the time i, the trellis would have 
four states with path metrics. The selection of 
path metrics before progressing to the next time 
interval is based on T and Nmax. With the 
threshold set to T = 1, and Nmax = 3, the path 
metrics with less than the threshold are 
considered for next stage decoding, all the other 
paths are discarded. The threshold T is adaptively 
varied as the trellis progress from the current 
state to the next state. Initially to begin with T is 
set to 1, as the trellis progress to time interval 4, 
T is dynamically changed to 2, and so on. If the 
number of iterations is less than truncation length 
the algorithm moves to step 2, else the survivor 
paths stored at every stage are used in decoding 
the message bits.  
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                              Figure 7: Viterbi decoding algorithm

Figure 8: Adaptive Viterbi algorithm (trellis 
states t0 – t5) 
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To achieve BER on par with Viterbi decoding 
algorithm selection of T the threshold and Nmax 
the number of paths plays a critical role. 
Selection of T and Nmax to a large value increases 
the area and memory size, with additional 
computation complexity. Smaller values of T and 
Nmax reduce BER, hence optimal values of T 
and Nmax need to be chosen. For hardware 
implementation with reduced complexity in 
terms of area and power T = 1 and Nmax = 3 is 
recommended in [38]. At every stage of decoding 
the threshold (dm + T) is kept constant and hence 
may lead to a decoding error. To overcome this 
limitation, it is required to adaptively change the 
threshold values. If the truncation length is tN, 
consisting of N-1 trellis states, requiring N-1 
time slots for decoding, the threshold values are 
set as in Eq. (16), 

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 𝑇 ൌ  ൝
𝑑𝑚 ൅ 𝑇, 0 ൑ 𝑡 ൏ 𝑡 ൅ 𝑖

𝑑𝑚 ൅ 2𝑇, 𝑡 ൅ 𝑖 ൑ 𝑡 ൏ 𝑡 ൅  2𝑖 
𝑑𝑚 ൅ 3𝑇, 𝑡 ൅ 2𝑖 ൑ 𝑡 ൏ 𝑡𝑁

                              

                 (16) 

Where i is an integer (i = 7 is selected in this 
work), the selection of i depends on the number 
of input bits being encoded, convolutional 
encoder, and truncation length. In this work the 
threshold value T is set with truncation length, 
the architecture dynamically reconfigures with 
several decoding stages and trellis states. In 
figure 2 presented, two changes were carried out 
to design from turbo decoder to adaptive turbo 
decoder. The threshold T is defined for dynamic 
adaption of Viterbi decoder and Viterbi decoder 
is replaced with dynamically reconfigurable 
adaptive Viterbi decoder. The proposed adaptive 
Turbo decoder architecture is modeled in 
MATLAB and is evaluated for its performances 
considering different modulation schemes and 
underwater channel models. HDL model for 
ATD is developed and implemented on Xilinx 
FPGA device further optimizing for the area, 
power, and timing requirements. 

6. RESULTS AND DISCUSSION 

 The Turbo encoder and adaptive 
turbo decoder model proposed in this work are 
evaluated for their BER performances 
considering different modulation schemes. 
Random data source with a frame length of 2048 
bits is symbol mapped at the transmitter and its 

being turbo encoded. Considering three different 
channels such as AWGN, Rayleigh and Rician 
models with multiple paths and Doppler shifts 
the turbo encoded data is filtered by the channel 
model.

At the receiver, adaptive turbo decoder and 
demodulation scheme decode the transmitted 
data, and BER is computed. The simulation 
results of BER for various SNR is presented in 
Figure 9. For a known set of data bits of length 
256 bits that are encoded using turbo encoder, the 
error is introduced at 90 different positions and 
the information is decoded using ATD. The 
theoretical and simulated ATD results for various 
Eb/No obtained demonstrates the logic 
correctness of the developed model in 
MATLAB.  

To evaluate BER performances of ATD and 
compare with performances of Adaptive Viterbi 
De-coder and Turbo decoder, MATLAB model 
for all de-coding methods are developed. It is 
observed that by increasing the number of 
iterations (k), BER performances can be 
improved in all three decoding methods. Figure 
10 and Figure 11 presents a comparison of all 
three decoding methods for k=7, 8, and 12. It is 
observed that ATD achieves better BER results 
as compared with TD and AVD.  

Figure 9: Validation of ATD model 
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As the number of iterations is more ATD decoder 
can achieve BER in the order of 10-4 and above. 
For Eb/No less than 5 dB all three decoders 
achieve similar BER but with Eb/No above 5 dB 
ATD achieves BER 

better than TD and AVD. The adaptive algorithm 
in the Viterbi decoding process can distinguish 
between the path metric with minimum error and 
false path metric. The decoded message from the 
first adaptive

Figure 10: BER comparison at k=7 

Figure 11: BER comparison (a) k=8 (b) k=12 
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decoder and the interleaved input that is used for 
second level decoding improves the message 
decoding process. The feedback mechanism in 
both decoders helps in observing the message 
decoding process and with the number of 
iterations improves BER performances.  

Figure 12 presents BER performances of three 
modulation schemes with ATD used for error 
decoding. QPSK modulation scheme with ATD 
can achieve BER in the range of 10-4 and above 
as compared with DPSK and FSK modulation 
schemes. Rayleigh channel and Rician channel 
with input signal sampled at 100 kHz, maximum 
Doppler shift of 130 Hz with SNR of channel 
varied between 0 to 20 dB is modeled. BPSK 
modulation scheme is used for symbol mapping 
for a test input data of 5000 bits. Turbo decoding 
algorithm and Adaptive Turbo Decoding 
algorithm is incorporated in the MATLAB model 
with Rayleigh and Rician channel. 

Figure 13 presents the BER comparisons of both 
models. It is observed that for the corresponding 
random data considered ATD can achieve better 
BER in the order of 10-4 in Rician

channel environment compared with BER 
performances of ATD in Rayleigh channel 
model. To evaluate the performances of ATD in 
an underwater environment with multiple paths, 
MATLAB model with an underwater channel 
with multipath 

fading and signal power is developed. Path 
delays varying from 200ns to 4000ns and path 
gains varying from -0.9 dB to -30 dB are 
considered for analysis. For the test input 
considered, it is observed that ATD performs 
decoding process better in Rayleigh channel 
environment com-pared with Rician channel. In 
a multipath environment, ATD is recommended 
for error correction in an underwater 

Figure 12: Modulation scheme with ATD 

Figure 13: BER comparison of underwater 
channel with ATD 

Figure 14: Comparison of ATD in multipath 
environment 
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environment as observed from the results 
presented in Figure 14.  

6.1 FPGA Implementation 

Computation complexity of ATD for 
hardware implementation is addressed by design 
of Adaptive

 
Viterbi Decoder using feedforward message 
decoding logic and LUT based sub-block 
designs. The top-level block diagram presented 
in Figure 2 is modeled using the hierarchical 
design method. The AVD is developed 
considering rate ½ and constraint length of 4. 
Interleaver and de-interleaver with random logic 
are modeled considering 12 different random 
logics that are stored in LUT and interleaver is 
configured based on a 4-bit input pattern. 
Multiple intermediate registers are introduced for 
feedback and data synchronization.  

The AVD architecture is designed for high speed 
and low power requirements. Suitable test cases 
are considered for functional verification of 
ATD. The test bench is generated for the adaptive 
turbo decoder architecture designed in this work 
is of two sequences 'a' and 'b' each of 18-bit. The 
originally transmitted data is 111000 which is 
processed by the turbo encoder and generates the 
encoded data, which is of 12 bits, which is 
padded with 6-bits. Figure 15 presents the 
simulation results of the test bench for ATD. The 
two inputs are de-multiplexed and are processed 
by the two AVDs to generate a decoded message. 
The first input data is the data with predefined 

error is applied to the first ATD and the second 
data with error input is interleaved and applied to 
the second AVD. ATD operation is performed 
and output obtained from Finrout is observed. 
For the test case considered and presented in 
Figure 15, the ATD decodes the message bit as 
"111000" which is like the input message 
considered for turbo encoding.  

 

 

 

 

 

 
 
 
 
 
 
 
 
 
Figure 16 presents the simulation results of ATD 
for 378 input bits. It is observed that decoding 

Figure 15: Simulation results of ATD 

Data 111000, conout 000000C 

Data "a", "b" are 
correct inputs  

Data" a", "b" are error 
inputs  

Output of ATD 
Finrout  
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378 input bits requires multiple iterations. Every 
iteration requires 189 clock cycles and 7 
iterations have been considered to decode the 
correct message without errors. 
The HDL code for ATD is evaluated for 
decoding 2048 length input data with a 
maximum of 60 errors and it is observed that the 
ATD can decode the correct message in all test 
cases. The functionally verified HDL model is 
synthesized using Xilinx ISE and its hardware 
performances in terms of area, timing, and power 
are estimated from the synthesis report. Table 1 
and Table 2 presents the comparison of three 
different decoders considering slice LUT 
utilization, maximum operating frequency, and 
total power required for logic implementation. 
Two different input data with variation in error 
(SNR of 3dB and SNR of 4dB) are considered for 
analysis. 
From the synthesis results, it is observed that 
ATD occupies 1296 LUTs and operates at a 
maximum frequency of 301 MHz. The power 

dissipation is estimated to be 34.63 mW at 200 
Mbps for ATD. Increasing the number of 
iterations from k=7 to k=10, the number of slices 
LUTs and power dissipation for ATD 
implementation on FPGA is increased. 
Maximum operating frequency is reduced for 
ATD. From the results observed the power 
dissipation for generating the output for both 
AVD and ATD is less compared with the power 
dissipation of turbo decoder. The feedforward 
message decoding unit designed in this work 
minimizes power dissipation for output 
generation. Adaptive logic in turbo decoding 
improves operating frequency by a factor of 25% 
as compared with turbo decoding without 
adaptive logic. The area complexity measured in 
terms of the number of LUTs is reduced by 55%. 
The advantages of ATD are demonstrated in 
terms of reduced power dissipation and area 
utilization. 
To further optimize the area and power 
requirement, the advanced synthesis  

Table 1: Comparison decoding algorithm for k=7 

Parameter AVD Turbo Adaptive Turbo 

Slice LUTs - Max. no. 
69120 

1011 941 3128 2884 1484 
129
6 

SNR (dB) 3 4 3 4 3 4 
Max. Operating Freq. 
(MHz) 

322 341 214 225 289 301 

Power(mW) @200 Mbps 
Decoding 
Computation 

25.74 24.87 33.52 31.99 28.71 
26.1
1 

Output Generation 9.56 7.91 36.42 16.21 10.69 8.52 

  Total 35.3 32.78 69.94 48.2 39.4 
34.6
3 

Figure 16: Simulation result of ATD
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optimization process is used in the Xilinx ISE 
environment. In the advanced synthesis 
optimization process, priority for optimization is 
set to memory usage and improvement in speed 
by using grey code FSM coding style. Results of 
advanced synthesis are presented in Table 3. The 
maximum operating frequency of ATD is 
increased from 231 MHz to 308 MHz. The 
frequency increased by a factor of 25% with 
power dissipation increasing by 4% and LUTs by 
20%.  
Table 4 compares the FPGA implementation 
performances of different error decoders in terms 
of operating frequency, area requirement, and 
power dissipation. Adaptive turbo decoders 
reported in the literature are based on software 
models and very few have attempted in FPGA 
implementation. In this work, adaptive logic for 
turbo decoding is designed with feedforward 
mechanism and LUT based sub-block design 
optimizing both power and area requirement. 
The ATD proposed in this work operates at a 
maximum frequency of 308 MHz and requires 
less than 4% of FPGA resources.  With reduced 
power dissipation and higher operating 
frequency, the proposed turbo decoder can be 
integrated with the OFDM system for underwater 
communication. 

7. CONCLUSION 

 ATD module developed in the work is 
demonstrated to achieve BER in order of 10-4 in both 
Rayleigh and Rician underwater channel 
environments for different constrain lengths (K=7 to 
12). BER performance of ATD in the Rician channel 
is superior compared to the Rayleigh channel. The 
decoding complexity of ATD is addressed by 
designing multiplexer based sub-systems that are 
compatible with FPGA implementations. The 
processing speed of 308 MHz with a power 
dissipation of 47.23 MW and area optimization of 95 
% is achieved for underwater communication 
applications. Power requirement of less than 50 MW 
improves endurance time of MODEMs by 3X times 
as compared with existing modules. The multiplexer 
based mechanism in designing ATD sub-systems 
achieves adaptability of error coding techniques for 
underwater applications. 

 
 
 
 
 
 
 
 
 

Table 2: Comparison of decoding algorithm for k=10 

Parameter AVD Turbo Adaptive Turbo 
Slice LUTs - Max. no. 
69120 

1894 1254 5622 4334 2264 1456 

SNR (dB) 3 4 3 4 3 4 
Max. Operating Freq. 
(MHz) 

311 326 189 212 231 278 

Power (mW) @200 Mbps 
Decoding 
Computation 

32.1
1 

28.45 42.12 36.13 34.11 30.41 

Output Generation 
10.1

6 
8.13 38.45 18.29 11.19 9.29 

  Total 
42.2

7 
36.58 80.57 54.42 45.30 39.70 

Table 3: Comparison of decoding algorithm with advanced synthesis of FPGA 
Memory and speed optimization with grey code FSM style 

Parameter Turbo Encoding  
Adaptive Turbo 
Encoding  

Slice LUTs - Max. no. 69120 5622 2864 
Number LUT-FF pairs (Max. 
1014) 

364 212 

Power dissipation (mW) 80.57 47.23 
Max. operating freq. (MHz) 189 308 
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