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ABSTRACT 

Question answering systems are basically of three types: open domain, closed domain and restricted 
domain. In this paper we build a question answering system that tries to take users' questions, and provide 
them the answer in Arabic language. The proposed system is called AMAU (Arabic question answering 
system by merging Aner technique, updated question classification technique and stop words technique). 
AMAU focuses on question processing and document processing. After building the AMAU system, it was 
evaluated based on precision, recall and f-measure by ANER QA and ANER data set. The AMAU system 
is also compared with Arabic NER system using precision, recall and f-measure. The evaluation results 
show a better performance by AMAU. AMAU produced an average precision of up to 80% compared to 
Arabic NER system that produced an average precision of up to 63%. The proposed system performed best 
when stemming and stop words were used and resulted in the highest values of Recall, Precision and F-
measure compared to NER system. 

Keywords: Information retrieval, Question Answering, Hybrid Approach 

1- INTRODUCTION 
Because of the vast increase of information in 

internet, users need to obtain answers from internet, 
and they like them short and simple. Users also 
prefer the answers to be in their native languages 
without involving another language. Question 
answering (QA) system is the system which takes 
natural language questions that appear in natural 
language and it try to provide answer also in natural 
language. As for Arabic natural language 
processing, researches and especially in QA is still 
in its primary stages compared with other languages 
such as English language and European languages. 
This lack of research is mainly due to the 
complexity of Arabic language. Arabic language 
complexity main factors are [1]: 

Arabic is highly inflectional and derivational. 

The absence of diacritics (which represent most 
vowels) in the written text creates ambiguity. 

 The writing direction is from right-to-left and 
some of the characters change their shapes based on 
their location in the word. 

Capitalization is not used in Arabic, which makes 
it hard to identify proper names, 

Lack of Arabic corpora, lexicons, and machine 
readable dictionaries, which are essential to 
advance research in different areas. 

In addition to the above factors, there is also a 
lack of Arabic corpora, lexicons, and machine-
readable dictionaries, which are necessary to 
advance research in the field. 

There are many proposed approaches for 
question classification such as ruled-based and 
learning-based approaches [2]. Ruled-based uses 
hand-crafted rules and needs to generate large 
number of rules. Ruled-based approaches perform 
very well on specific dataset but they don’t perform 
the same with updated or new datasets. Unlike 
ruled-based approaches, learning-based approaches 
can handle the changes in data set, and can learn 
with a new data set [2] and hence we used the 
learning-based approaches to build the proposed 
Arabic question answering system. 
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QA system includes three Phases. Each Phase is divided into three modules as shown in figure 1 [1]. 

There are many researches on these phases 
where researchers try to build their own QA 
system, and try to improve one of these phases. 
After that the researcher evaluates his QA system 
based on precision ,recall, f-measure, lenient, 

strict, MRR (mean reciprocal rank) and CWS 
(confidence weighted score). Each of these 
measures evaluates QA system based on specific 
criteria such as relevancy, correctness, 
conciseness, completeness, justification.

In this paper, we propose a QA hybrid system 
that integrates three methods that will help in 
getting better and faster answers for Arabic 
questions. The evaluation implemented and the 
comparisons carried in this paper can be used by 
future researches as a testing corpus for hybrid 
Arabic QA systems. 

 

 

Figure 1. QA system Phases and modules. 

2- RELATED WORK 
It is evident from the escalating number of 

systems taking part in TREC-9 and the overall 
keenness for this research field that QA is the most 
improving framework for finding answers to 
natural language inquiries from a tremendous 
measure of literary information. Researchers in [3] 
pointed attention to that building “open-ended 
question answering systems that allow users to 
pose questions of any type and in any language, 
without domain restrictions, is still beyond the 
scope of any QA system today”. Researchers in [4] 
demonstrated that advanced tools, (for example, 
such as dialog understanding and text mining) are 
fundamental for the accomplishment of future QA 
frameworks. Until the propelled devices are 
actualized, she proposed that we continue 
approximating the complication of QA with NLP 
upgrades of IR and IE strategies [4]. 

Examples of systems that combine IR and NLP 
processes are: QARAB [5], QA-LaSIE [6] and [7]. 

These types of systems perform linguistic analysis. 
They use IR system that deals with the question as 
a query and returned a set of ranked documents or 
paragraphs. While the NLP process parses the 
question and analyzes the returned documents or 
paragraphs or uses keywords to extract the 
answer.. A query having semantic representation is 
instantiated against semantic representation of 
analyzed document to find the answer. 

Arabic NER system (ANERsys) [8] adopted the 
machine learning approach to build Arabic QA 
system, and it performs extraction for the user 
question by taking the user question and removes 
the stop words and performs question analysis to 
return the answer. The researchers created a corpus 
that contains large data set that includes 200 
questions and keyword corpus to test their Arabic 
QA system.   

Question classification for Arabic QA system is 
based on question classification technique that 
takes the user question, and extracts the pattern 
based on interrogative particle [2]. The pattern 
indicates the expected answer. Question 
classification technique determines a set of 
patterns for each interrogative particle. The result 
for Question classification for Arabic QAS is: The 
recall was (recall 0.93) by using 200 Arabic 
questions ,test questions 200 Arabic questions, and 
186 questions out of 200 Questions.   

Multi domain systems such as Start are 
obtainable on the internet 
(http://start.csail.mit.edu/) [9]. It answers user's 
query expressed in natural language. It offers 
important contribution in QA system area and 
document processing and IR. . IT answers 
questions in high precision, and it uses natural 
language annotations as a mechanism to match the 
questions to candidate answers.  It uses natural 
language annotations [10] to decrease the gap 
between sentence level text analysis abilities and 
full complication of unrestricted natural language. 
Other systems proposed by [11] and [10] rely on 
collaborative question answering architecture on 
how to collect knowledge for QA system from 
different sources.  

QA systems that rely on NLP techniques to 
detect answers from big collection of documents 
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process questions by merging syntactic and 
semantic information that distinguish the question 
[12]. Such systems defined eight heuristic rules for 
the extraction of keywords used to find the answer. 
They later developed another QA system known as 
FALCON [13] which uses WordNet for semantic 
processing of questions. It removed erroneous 
answers to obtain one answer by performing 
justification option.  

Other systems such as [14], [15], [16], [17],  
[18] use different frameworks such as: questions 
Treebank, pattern learning from online data using 
seed questions and answer anchors, machine 
learning algorithms, deep linguistic analysis and 
surface pattern learning and POS taggers, named 
entity recognition, stop-word list to extract 
phrases. 

IBM research developed a QA system called 
Watson [19]. Watson performs at human champion 
level in terms of precision, confidence and 
response speed. It processes the relevant content so 
deeply and precisely, and also justifies answers to 
user’s natural language questions. Watson handles 
query in natural language analyze it, identify 
sources, finding and generating hypothesis, finding 
and scoring evidence and merging and ranking 
hypothesis. 

The three techniques we merged in our system 
are briefly explained as in the following: 

Aner Technique  

A Named Entities Recognition (NER) is 
required as a tool for most of the QA system 
components. Those NER systems allow extracting 
proper nouns as well as temporal and numeric 
expressions from raw text. Usually every QA 
system will have a NER system for it. Paolo 
Rosso, et al. developed An Arabic NER system 
called Aner [20], [21]. Aner technique is composed 
of three stages:  

Question processing: Question analysis model 
performs extraction for the user question by taking 
the user question and removes the stop words. In 
the proposed system, Aner takes the user question 
without stemming? 

Document processing: Aner technique uses the 
Arabic-JIRS (Information Retrieval (IR)). IR 
system takes Bag of words, and performs 
elementary search to obtain the candidate 
documents. The candidate documents contain the 
passages that have relevance with the user's 
questions.  

Answer processing: Answer processing model 
takes the passages that are relevance to the user's 
questions and extracts the answer from these 
passages based on keywords. Every interrogative 
particle has a set of keywords. 

Question Classification Technique  

Question classification technique takes the user 
question, and extracts the pattern based on 
interrogative particle. The pattern indicates the 
expected answer.    

For example: 

The question is: من هو محافظ المفرق والذي قال  وجه؟
 ان الاجهزة المعنية قامت بدورها على اكمل

“Who is the Governor of Mafraq, who said that 
the agencies concerned have done their best?“ 

The pattern is:  محافظ المفرق والذي قال ان الاجهزة
  المعنية قامت بدورها على اكمل وجه

The Governor of Al-Mafraq, who said that the 
concerned agencies have done their best  

The question classification technique determines 
a set of patterns for each interrogative particle. 
Examples of patterns are: 

Who ,من, has one pattern     ,  IPW NP WF , 
For example  والذي قال .....؟محافظ المفرق من هو :  
Ipw : من 
Np:  محافظ المفرق  
Wf: the others  ......والذي قال 
The pattern, NP WF , indicates the expected  

answer . i.e. the nouns , محافظ المفرق  , indicate the 
expected  answer. 

How ,كم,  has two patterns  
Pattern1       IPW NP WF   for example  كم كتاب

  قرأت؟ 
Pattern2        IPW VP WF    for example يبلغ  كم

جبل ...؟ارتفاع   
The pattern, NP WF and VP WF  , indicates the 

expected  answer . i.e the noun and the verb , كتاب و  
 .indicate the expected  answer ,يبلغ

Where , اين,  has one pattern  
Pattern1        IPW VP WF    for example تقع  اين

 الاردن...؟
The pattern, vp WF, indicates the expected 

answer, i.e. the verb ,تقع, indicate the expected  
answer. 

when , متى,  has one pattern  
Pattern1        IPW VP WF    for example متى 

الاردن...؟تاسست   

The pattern, vp WF, indicates the expected 
answer, i.e. the verb, تاسست, indicate the expected 
answer. 
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In the proposed system, the question 
classification technique is updated as follows: 

 A new pattern is added to who ,من,  because the 
verb can come after ,who, من. Hence,  

Who, من, can have two patterns. 
Pattern 1:       IPW NP WF   for example      من هو

؟والذي قال ...محافظ المفرق   
Pattern 2:        IPW VP WF    for example  من هو

  الذي قتل الامير قطز بعد المعركة؟
Bag of words will be changed based on 

interrogative particle. 
If interrogative particle is (who ,من, or how,كم, )  

then the Bag of words will contains the (VP WF   
and NP WF)  because the (VP WF   and NP WF)  
indicate the expected  answer. 

If interrogative particle is (where, اين, or when, 
   Bag of words will contain the (VP WF  ) ,  ( متى

because the (VP WF  )  indicate the expected  
answer.  

For example:  

انتصار المقاتلين بعد   من هو الذي قتل الامير قطز بعد
..؟  المعركة  

The interrogative particle is who, من, so Bag of 
words will contain the nouns and verbs  and wf , 

عركة هو الذي قتل الامير قطز بعد انتصار المقاتلين بعد الم     .  
because the nouns and verbs indicate the 

expected answer. 
Stop words such as, هو الذي بعد, will be 

eliminated. 
Suffixes and prefixes will be also eliminated. 
 
As a result, the bag of words will be امير قطز قتل 

معركة انتصار مقاتل   
Stopwords Technique  
The stopwords don’t indicate the expected 

answer, and it is not useful in retrieval, and 
removing the stopwords reduces the size of index. 
On the other hand, removing stop words may 
reduce the recall as shown in figure 2. 

 

 

Figure 2: Recall reduction due to stop word removal. 

 

 

stopwords technique 

 احرف ,الجر,الاسم,المجرور,يقع

Remove stopwords 

IR  system 
(Arabic-JIRS) 

من الى عن على 
الجراحرف   

question 

 احرف,الجر

corpus contains 
 
 من الى عن على احرف الجر
 
 الاسم المجرور يقع بعد احرف الجر 

 احرف ,الجر

The result 

 احرف ,الجر,الاسم,المجرور,يقع
 ,من,الى,عن,على

Does NOTRemove stopwords 

IR  system 
(Arabic-JIRS)  من الى عن على

 احرف الجر

question 

 احرف,الجر

corpus contains 
 

  من الى عن على احرف الجر
 
 الاسم المجرور يقع بعد احرف الجر 

 من الى عن على احرف الجر

The result
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3- METHODOLOGY  
The proposed Arabic QA system AMAU is an 

open domain QA. AMAU is composed of three 
stages: 

1) Question processing. 

2) Document processing.  

3) Answer processing. 

The methodology used in building AMAU is 
explained based on the following example:  

Suppose there are set of documents from 
tasweer news website 
(http://www.tasweernews.net/ تصوير نيوز), and the 
user wants to answer a question from these 
documents. 

The Question is: 

من هو محافظ المفرق والذي قال ان الاجهزة المعنية قامت 
بدورها على اكمل وجه اثناء الظروف الجوية الحالية بكل دقة 
  وسرعة في الاستجابة لملاحظات المواطنين؟

Suppose that there are four files, and each file 
contains several paragraphs as shown in figure 3.  

 Question Processing Stage 

The question processing stage consists of six 
steps: 

AMAU will take the user's question as token 
and stem the token using Khoja stemmer [22]. 
AMAU will then takes the token and removes the 
pronoun, beginnings, surplus, suffix and prefix and 
so on as shown in table 1. 

In this step, AMAU defines the part of speech 
for each stem by using Stanford Log-linear Part-
Of-Speech Tagger [23]. The output of this step is 
shown in table 2. 

From step 2, AMAU will take the nouns and 
verbs, as bag of word called Bag of word 1 as 
shown in table 3. 

AMAU takes the nouns and verbs and it doesn't 
take the stopwords because the nouns and verbs 
indicate the aon’t indicate the answer.  

Who, من, can have two patterns. 

Pattern 1:       IPW NP WF   

Pattern 2:        IPW VP WF     

AMAU generates another bag of word called 
bag of words 2. It is similar to bag of words but 
without removing the pronoun, beginnings, 
surplus, suffix and prefix.  

AMAU generates a third bag of word called bag 
of words 3. It is composed of the question words 
including the stopwords shown in table 5.  

Document Processing stage 

In this stage AMAU uses the Lucin IR system 
[5]. The IR the system searches in data set (sets of 
files), and retrieve the files that are closest to bag 
of word 1. This stage consists of the following 
seven steps: 

 AMAU sends Bag of words 1 to IR system IR 
takes Bag of words 1, and searches in the data set 
(sets of files). Then it will give the candidate files. 
The candidate files contain the paragraphs that are 
relevant to bag of word 1. Suppose that bag of 
words 1 is the one in table 3. The data set that 
contains the set of files (f1 f2 f3 f4) and the 
candidate file is f1. F1 content is shown in figure 
3.  

In this step, the file f1 includes two paragraphs 
and the system selects the paragraph which is 
closet to Bag of word 1, and contains more 
keywords. Each interrogative particle, such as who 
has its keywords. For example the interrogative 
particle, who, has the keywords  such as   ,الدكتور
  الشيخ,المحامي,عبد

In our example the paragraph which is closet to 
Bag of word 1, and contains more keywords is p1 
as shown in figure 4. 

 AMAU sends Bag of words 2 (shown in table 
4) to the IR system and the IR searches in the data 
set. The system will then return the candidate files 
that contain the paragraphs that have relevance 
with bag of word 2. In our example the returned 
candidate file is f4 shown in figure 3. 

File 4 includes two paragraphs, the system 
selects the paragraph which is closet to Bag of 
word 2, and contains keywords. Each interrogative 
particle, such as who, has its keywords, for 
example the interrogative particle, who, has the 
keyword such as......... الدكتور, الشيخ, المحامي, عبد 

In our example the paragraph which is closet to 
Bag of word 2, and contains keywords is p3 shown 
in figure 5. 

5) AMAU offers Bag of words 3 to the IR 
system. The IR system will performs elementary 
search and returns the candidate files that contain 
the passages that have relevance with bag of word 
3. In our example, the file f2 will be returned. F2 
includes two paragraphs (P5 and P6), the system 
selects the paragraph which is closet to Bag of 
word 3, and contains keywords. Each interrogative 
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particle, such as who, has its keywords. For 
example the interrogative particle, who, has the 
keywords such as  ......... الدكتور, الشيخ,المحامي,عبد 

In our example the paragraph which is closet to 
Bag of word 3, and contains keywords is the p 6 
shown in figure 6. 

In our example we obtained p1 from bag of 
word 1 and p3 from bag of word 2. After that the 
system compares between these two paragraphs 
and selects the paragraph that has highest 
relevance with user's question based on cosine 
similarity measure. In our example the paragraph 
that has highest relevance with user's questions is 
p1 as shown in figure 7. 

Then the result from step 6 (P1) is compared 
with the paragraph returned from bag of word 3 
(P6). The system will then selects the paragraph 
that has highest relevance with user's question 
based on cosine similarity measure. The result will 
be paragraph P6 found in file f2. 

Answer Processing Stage 

The system uses interrogative particles, such as 
who, when, what ...., from questions to define the 
Query Type As it is shown in the table 6 [1], [5], 
[24].  

Such as:     who(من)                 person 

Then the system uses the keywords in table 7 to 
extract the answer from the candidate paragraph p6 
which was retrieved in step 7 of document 
processing stage. The keyword الدكتور (doctor) is 
used to mark an Arabic personal name [13]. 
Finally AMAU extracts the answer that is  الدكتور
 أحمد عبد الله

The architecture of AMAU is shown in Figure 8. 
All the stages and steps explained previously are 
summarized in this architecture. 

4- EVALUATION AND ANALYSIS OF 
RESULTS 

 

After building the proposed AMAU system, it 
was evaluated based on precision, recall and f-
measure. AMAU effectiveness was also compared 
Arabic NER system. The complete results, 
comparisons and their analysis are explained in the 
following paragraphs. The equations for the three 
measures used are shown in equations 1, 2, and 3. 

 

Precision = (number of correct answers) / 
(number of questions answered) (1) 

Recall = (number of correct answers) / (number 
of questions to be answered) (2). 

F-measure = (2*(precision*recall)  ) / ( precision 
+ recall )   (3). 

The three used measures are most adequate and 
powerful measures used by QA and IR systems.  

Four experiments were carried. Aner corpus was 
used for the evaluation purpose during all 
experiments as a corpus test [8]. These 
experiments varied according the use of stemming 
and stop words and they are defined as shown in 
table 8:  

The recall values for the four experiments are 
shown in table 9. The values were calculated for 
four query types with different number of 
questions for each type as shown in table 9. 
AMAU2 performed better than AMAU1 and 
AMAU3 for query type person. This means that 
when stop words are not eliminated and no 
stemming used give better results compared to 
using or not using stemming and eliminating stop 
words, i.e. stop words elimination will decrease the 
recall values. As for the other three query types, 
non-elimination of stop words will give same 
results as when elimination of stop words is used 
except for the query type “date”, it will give better 
recall values. Also, using similarity between the 
three techniques will give better results for all 
query types.  

AS for the precision values shown in table 10, 
using stemming will lead to less precision values 
in mostly all query types. However, the effect of 
stop words elimination depends on the query types 
as can be seen from the values for the query types 
“person” and “date” in AMAU1 and AMAU2 in 
table 10. For AMAU4, it always gives the best 
precision values compared to the other three 
techniques. 

As for the f-measure results as shown in table 
11, it follows the same trends in precision effects 
of stemming and stop words. Also, for AMAU4, it 
always gives the best f-measure values compared 
to the other three techniques. 

Arabic NER system was evaluated using four 
query types as shown in table 12. Two of these 
types are common with AMAU evaluation. The 
comparison summary between the two systems is 
found in table 13. 

 AMAU performed better than Arabic NER 
based on the three evaluation measures used. It 
scored higher precision, recall and f-measure 
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values for the query type person. It also performed 
better for the query type location except for the 
precision measure as it slightly performed less. 

AMAU Implementation and Corpus 

The following tools were used in the 
implementation: 

Java language 

Part-Of-Speech Tagger (POS Tagger): 
Standford log –linear pos tager is used. It is 
developed by java at Stanford University [25]. 

Khoja Stemmer: It is one of the famous Arabic 
stemmer that is available to use in the web. It 
removes suffix, prefix and stop words [22]. 

Lucen, Information Retrieval (IR)): Lucen is an 
open source search engine written in java. It 
contains several classes to handle Arabic text, and 
takes set of words called bag of words, and 
searches in documents by creating index and rank 
for each document, and returns the closer 
documents to bag of words [25]. 

Cosine similarity measure: It is the most popular 
similarity measure that is used to find the 
similarity between two vectors when two 
documents are represented as term vector. The 
angle between two vectors is called cosine 
similarity and when the angle decreases, the 
similarity will increase. 

ANER corpus was developed as part of the 
researchers extensive research on machine 
learning-based Arabic NER. It contains test sets 
for Arabic QA: 

5- CONCLUSION  
 

In this paper, we proposed an Arabic QA system 
called AMAU. This system works by merging 
between Aner technique, updated question 
classification technique and stopwords technique 
to improve Arabic question answering system. 
This Merging produced good results where the 
overall precision was 80%. AMAU has ambiguity 
in extracting the answer when there are many 
keywords in the same paragraph that is returned by 
IR lucen system:  

For example:     

Suppose the question is: 

لمعنية قامت من هو محافظ المفرق والذي قال ان الاجهزة ا
بدورها على اكمل وجه اثناء الظروف الجوية الحالية بكل دقة 
  وسرعة في الاستجابة لملاحظات المواطنين؟

and the IR system return this paragraph :  

 سرئيأحمد عبد الله الزعبي  الدكتورالمفرق  محافظاخبر  
ظة صحيفة الدستور ان الاجهزة المعنية في جميع مناطق المحاف

 قامت بدورها على اكمل وجه اثناء الظروف الجوية الحالية بكل
  دقة وسرعة في الاستجابة لملاحظات المواطنين.

Then AMAU will mark the keywords for who, 
محافظ   ,and hence AMAU will mark the answer ,من
 This will be analyzed and solved as .رئيس, الدكتور 
future work.  
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Figure 3: The files 1, 2, 3 and 4. 

 

Paragraph2 

Paragraph1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 الجوية الحالية قال محافظ المفرق الدكتور أحمد عبد الله الزعبي ان الاجهزة المعنية في جميع مناطق المحافظة قامت بدورها على اكمل وجه اثناء الظروف
   بكل دقة وسرعة في الاستجابة لملاحظات المواطنين، 

 
 
 

  رئيسة في المحافظة ، وتم وضع خطة شاملة وبالتنسيق مع كافة الدوائر الرسميه  وفتح غرف العمليات على مدار الساعه ، وغرفة عمليات
  . لمواجهة أي طارئ 

 
 

Figure 4: The File F1 Two Paragraphs. 

لكهرباء الموضوع مع شركة ا وقال محافظ المفرق الدكتور أحمد عبد الله الزعبي بان بعض المناطق شهدت انقطاعا للتيار الكهربائي ، ومتابعه

 وان المحافظة تعمل بالتعاون مع المديريات المعنية والمنظمات الدولية .واصلاح الاعطال بشكل فوري

 

 

 

 

لحالية بكل الجوية ا قال محافظ المفرق الدكتور أحمد عبد الله الزعبي ان الاجهزة المعنية في جميع مناطق المحافظة قامت بدورها على اكمل وجه اثناء الظروف
 دقة وسرعة في الاستجابة لملاحظات المواطنين الاردنيين.

.

Figure 6. F2, P6. 

 الجوية الحالية قال محافظ المفرق الدكتور أحمد عبد الله الزعبي ان الاجهزة المعنية في جميع مناطق المحافظة قامت بدورها على اكمل وجه اثناء الظروف
 ,بكل دقة وسرعة في الاستجابة لملاحظات المواطنين

  جهة أي طارئوفتح غرف العمليات على مدار الساعه ، وغرفة عمليات رئيسة في المحافظة ، وتم وضع خطة شاملة وبالتنسيق مع كافة الدوائر الرسميه لموا 

F1 

حماد متابعه فقدان ثلاثة اشخاص فقدوا في منطقة الباديه الشرقيه اثناء الظروف الجويه وبتوجيهات من معالي وزير الداخلية سلامة    واضاف الزعبي 
يهم في منطقة السائده ، حيث تعذر الوصول اليهم ، حيث قام معالي وزير الداخليه بالايعاز بتوفير طائرة مروحيه لمساعده الاشخاص والذي تم العثور عل

 المنارة وحالتهم الصحيه جيده

الزعبي بان غرف العمليات تلقت اتصالا بان ثلاثة اسخاص فقدوا في البادية وتعذر الوصول اليهم ، وتم على الفور التحرك من خلال قوات   وبين 
عام والدفاع المدنية وثمن الزعبي جهود جميع الجهات الرسمية والامنية من قوات البادية الاردنية والامن ال.للبحث عنه البادية وكوادر الدفاع المدني 

 .الذين قاموا بإجراءات سريعة للعثور على المواطنين وتأمين وصولهم الى منازلهم

اء وقال محافظ المفرق الدكتور أحمد عبد الله الزعبي بان بعض المناطق شهدت انقطاعا للتيار الكهربائي ، ومتابعه الموضوع مع شركة الكهرب
 وان المحافظة تعمل بالتعاون مع المديريات المعنية والمنظمات الدولية. بشكل فوريواصلاح الاعطال 

 على تذليل مختلف الصعوبات في مخيم الزعتري ، مبينا انه تم تعزيز المخيم بالتعاون مع مديرية الاشغال العامة والدوائر 

F2 

F3 

F4 

Figure 5: F4, P3 
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Figure 7: Comparison between bag of words 1 and 2 

Figure 8: AMAU Architecture 

 

 
 
 
 
 
 
 
 
 
 
 

  
 
   
 

Table 1: AMAU Removal of the Pronoun, Beginnings, Surplus, Suffix and Prefix 

Toke   الحالية  الجوية  الظروف  اثناء  وجه  اكمل  على بدورها  قامت  المعنية  الاجهزة  ان  قال  الذي  و  المفرق  محافظ  هو

Stem حالية  جوية  ظروف  اثناء  وجه  اكمل  على  دور  قام  معنية  اجهزة  ان  قال  الذي  و  مفرق  محافظ  هو  

User question and define Query type  

Part of 
speech 

Nouns and verbs 

token 

stem 

token 

The IR 
(lucen) 

Suppose f1 is 
closest to 
bagesofwords3 

Suppose f4 is 
closest to 
bageofwords1 

Interrogative particle and Query Type 
(Table 6)

Query Type and keyword 
(Corpus) 

Answer

bagsofwords1 

bagsofwords2 

Data set f1 f2 f3 f4… 

P7 p8 p9 that 
have 
bagsofword3& 
keywords 

P9 is close to 
bagofword1  

P5 is close to 
bagofword2 

Comparison by cosine

P2 is close to question  

token 

question  
words and 
stopwords  

question  
words 
without 
stopwords  

bagsofwords3 

Data set f1 f2 f3 f4… Data set f1 f2 f3 f4… 

Suppose f3 is 
closest to 
bageofwords2 

  p1p2 p3 that 
have 
bagofword1 & 

P2 is close to 
bagofword1  

P4 p5p6 that 
have 
bagsofword2& 

The result  

P3 

Cosine similarity measure comparison 

P1 

P1
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Table 2: Part of Speech Out. 

Token اكمل  على  بدورها  قامت  المعنية  الاجهزة  ان  قال  الذي  و  المفرق  محافظ  هو  

Stem اكمل  على  دور  قام  معنية  اجهزة  ان  قال  الذي  و  مفرق  محافظ  هو  

Part of 

h

Pronoun  noun noun Conjunction  Pronoun  verb Particle noun noun verb noun Preposition Adj 

Bag of 

d

 yes yes   yes  yes yes yes yes   

 

Table 3 Bag of Words 1 

 

 
Table 4: Bag of word2 

ةالمعني  الاجهزة  قال  المفرق  محافظ الحالية الجوية الظروف وجه اكمل بدورها  قامت   ةالاستجاب سرعة دقة لملاحظات   المواطنين

 
Table 5: Bag of words 3 

 بكل الحالية الجوية الظروف أثناء وجه اكمل على  بدورها قامت المعنية الاجهزة ان قال الذي و  المفرق  محافظ هو

 
 

Table 6: Interrogative particles and corresponding query’s type 

Interrogative particle Query type 

 person من

 date متى

 place اين

 number كم

 
 

 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

Query type Keywords 

person  الشيخ,الدكتور,..................,المحامي,  

Date .....................................,عام ,سنة 

place ........................الأردن,الامارات,المفرق 

number ,100,200دينار,دولار......................  

Table 7 Keywords that might identify personal names

ةاجهز قال مفرق محافظ ةمعني   مواطن ملاحظة استجابة سرعة دقة حال جو ظروف وجه دور قام 
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Table 8: Experiments Definition 

Exp. Num Exp. Name Exp. description 

1 AMAU1 Without stemming, without stop words 

2 AMAU2 Without stemming, with stop words 

3 AMAU3 With stemming,      without stop words 

4 AMAU4 Using similarity between the three techniques and the question 

 

Table 9: Recall results for the four experiments 

No. of questions AMAU4 AMAU3 AMAU2 AMAU1  

 من 0.6 0.7 0.6 0.8 53

 كم 0.7 0.7 0.7 0.8 18

 متى 0.8 0.8 0.7 0.9 17

 أين 0.8 0.8 0.8 0.8 10

 0.8 0.7 0.7 0.7 overall 

 

Table 10: Precision results for the four experiments 

No. of questions AMAU4 AMAU3 AMAU2 AMAU1  

 من 0.6 0.7 0.6 0.8 53

 كم 0.7 0.7 0.7 0.8 18

 متى 0.9 0.8 0.7 0.9 17

 أين 0.8 0.8 0.8 0.8 10

 0.8 0.7 0.7 0.7 overall 

 

Table 11: F-measure results for the four experiments 

No. of questions AMAU4 AMAU3 AMAU2 AMAU1  

 من 0.6 0.7 0.6 0.8 53

 كم 0.7 0.7 0.7 0.8 18

 متى 0.9 0.8 0.7 0.9 17

 أين 0.8 0.8 0.8 0.8 10

 0.8 0.7 0.7 0.7 overall 
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Table 12: Arabic NER System Recall, Precision and F-measure Results. 

Query type Precision Recall F-Measure 

Location 0.82 0.78 0.80 

Misc 0.61 0.32 0.43 

Organization 0.45 0.31 0.37 

Person 0.54 0.41 0.47 

Overall 0.63 0.49 0.55 

 

Table 13: Results comparison between AMAU4 and Arabic NER 

 Arabic NER system AMAU4 system 

 Precision Recall F-measure Precision Recall F-measure 

(person) 0.54 0.41 0.47 0.80 0.80 0.80 

(locatio 0.82 0.78 0.80 0.80 0.80 0.80 

 
 
 
 
 

 

 

 


