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ABSTRACT

Question answering systems are basically of three types: open domain, closed domain and restricted
domain. In this paper we build a question answering system that tries to take users' questions, and provide
them the answer in Arabic language. The proposed system is called AMAU (Arabic question answering
system by merging Aner technique, updated question classification technique and stop words technique).
AMAU focuses on question processing and document processing. After building the AMAU system, it was
evaluated based on precision, recall and f-measure by ANER QA and ANER data set. The AMAU system
is also compared with Arabic NER system using precision, recall and f-measure. The evaluation results
show a better performance by AMAU. AMAU produced an average precision of up to 80% compared to
Arabic NER system that produced an average precision of up to 63%. The proposed system performed best
when stemming and stop words were used and resulted in the highest values of Recall, Precision and F-

measure compared to NER system.

Keywords: Information retrieval, Question Answering, Hybrid Approach

1- INTRODUCTION

Because of the vast increase of information in
internet, users need to obtain answers from internet,
and they like them short and simple. Users also
prefer the answers to be in their native languages
without involving another language. Question
answering (QA) system is the system which takes
natural language questions that appear in natural
language and it try to provide answer also in natural
language. As for Arabic natural language
processing, researches and especially in QA is still
in its primary stages compared with other languages
such as English language and European languages.
This lack of research is mainly due to the
complexity of Arabic language. Arabic language
complexity main factors are [1]:

Arabic is highly inflectional and derivational.

The absence of diacritics (which represent most
vowels) in the written text creates ambiguity.

The writing direction is from right-to-left and
some of the characters change their shapes based on
their location in the word.

Capitalization is not used in Arabic, which makes
it hard to identify proper names,

Lack of Arabic corpora, lexicons, and machine
readable dictionaries, which are essential to
advance research in different areas.

In addition to the above factors, there is also a
lack of Arabic corpora, lexicons, and machine-
readable dictionaries, which are necessary to
advance research in the field.

There are many proposed approaches for
question classification such as ruled-based and
learning-based approaches [2]. Ruled-based uses
hand-crafted rules and needs to generate large
number of rules. Ruled-based approaches perform
very well on specific dataset but they don’t perform
the same with updated or new datasets. Unlike
ruled-based approaches, learning-based approaches
can handle the changes in data set, and can learn
with a new data set [2] and hence we used the
learning-based approaches to build the proposed
Arabic question answering system.
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QA system includes three Phases. Each Phase is

There are many researches on these phases
where researchers try to build their own QA
system, and try to improve one of these phases.
After that the researcher evaluates his QA system
based on precision ,recall, f-measure, lenient,

In this paper, we propose a QA hybrid system
that integrates three methods that will help in
getting better and faster answers for Arabic
questions. The evaluation implemented and the
comparisons carried in this paper can be used by
future researches as a testing corpus for hybrid
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Figure 1. QA system Phases and modules.

2- RELATED WORK

It is evident from the escalating number of
systems taking part in TREC-9 and the overall
keenness for this research field that QA is the most
improving framework for finding answers to
natural language inquiries from a tremendous
measure of literary information. Researchers in [3]
pointed attention to that building “open-ended
question answering systems that allow users to
pose questions of any type and in any language,
without domain restrictions, is still beyond the
scope of any QA system today”. Researchers in [4]
demonstrated that advanced tools, (for example,
such as dialog understanding and text mining) are
fundamental for the accomplishment of future QA
frameworks. Until the propelled devices are
actualized, she proposed that we continue
approximating the complication of QA with NLP
upgrades of IR and IE strategies [4].

Examples of systems that combine IR and NLP
processes are: QARAB [5], QA-LaSIE [6] and [7].

e
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divided into three modules as shown in figure 1 [1].

strict, MRR (mean reciprocal rank) and CWS
(confidence weighted score). Each of these
measures evaluates QA system based on specific
criteria  such as relevancy, correctness,
conciseness, completeness, justification.

These types of systems perform linguistic analysis.
They use IR system that deals with the question as
a query and returned a set of ranked documents or
paragraphs. While the NLP process parses the
question and analyzes the returned documents or
paragraphs or uses keywords to extract the
answer.. A query having semantic representation is
instantiated against semantic representation of
analyzed document to find the answer.

Arabic NER system (ANERsys) [8] adopted the
machine learning approach to build Arabic QA
system, and it performs extraction for the user
question by taking the user question and removes
the stop words and performs question analysis to
return the answer. The researchers created a corpus
that contains large data set that includes 200
questions and keyword corpus to test their Arabic
QA system.

Question classification for Arabic QA system is
based on question classification technique that
takes the user question, and extracts the pattern
based on interrogative particle [2]. The pattern
indicates the expected answer. Question
classification technique determines a set of
patterns for each interrogative particle. The result
for Question classification for Arabic QAS is: The
recall was (recall 0.93) by using 200 Arabic
questions ,test questions 200 Arabic questions, and
186 questions out of 200 Questions.

Multi domain systems such as Start are
obtainable on the internet
(http://start.csail.mit.edu/) [9]. It answers user's
query expressed in natural language. It offers
important contribution in QA system area and
document processing and IR. IT answers
questions in high precision, and it uses natural
language annotations as a mechanism to match the
questions to candidate answers. It uses natural
language annotations [10] to decrease the gap
between sentence level text analysis abilities and
full complication of unrestricted natural language.
Other systems proposed by [11] and [10] rely on
collaborative question answering architecture on
how to collect knowledge for QA system from
different sources.

QA systems that rely on NLP techniques to
detect answers from big collection of documents
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process questions by merging syntactic and
semantic information that distinguish the question
[12]. Such systems defined eight heuristic rules for
the extraction of keywords used to find the answer.
They later developed another QA system known as
FALCON [13] which uses WordNet for semantic
processing of questions. It removed erroneous
answers to obtain one answer by performing
justification option.

Other systems such as [14], [15], [16], [17],
[18] use different frameworks such as: questions
Treebank, pattern learning from online data using
seed questions and answer anchors, machine
learning algorithms, deep linguistic analysis and
surface pattern learning and POS taggers, named
entity recognition, stop-word list to extract
phrases.

IBM research developed a QA system called
Watson [19]. Watson performs at human champion
level in terms of precision, confidence and
response speed. It processes the relevant content so
deeply and precisely, and also justifies answers to
user’s natural language questions. Watson handles
query in natural language analyze it, identify
sources, finding and generating hypothesis, finding
and scoring evidence and merging and ranking
hypothesis.

The three techniques we merged in our system
are briefly explained as in the following:

Aner Technique

A Named Entities Recognition (NER) is
required as a tool for most of the QA system
components. Those NER systems allow extracting
proper nouns as well as temporal and numeric
expressions from raw text. Usually every QA
system will have a NER system for it. Paolo
Rosso, et al. developed An Arabic NER system
called Aner [20], [21]. Aner technique is composed
of three stages:

Question processing: Question analysis model
performs extraction for the user question by taking
the user question and removes the stop words. In
the proposed system, Aner takes the user question
without stemming?

Document processing: Aner technique uses the

Arabic-JIRS (Information Retrieval (IR)). IR
system takes Bag of words, and performs
elementary search to obtain the candidate

documents. The candidate documents contain the
passages that have relevance with the user's
questions.
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Answer processing: Answer processing model
takes the passages that are relevance to the user's
questions and extracts the answer from these
passages based on keywords. Every interrogative
particle has a set of keywords.

Question Classification Technique

Question classification technique takes the user
question, and extracts the pattern based on
interrogative particle. The pattern indicates the
expected answer.

For example:

The question is: $aas JB sl G kel Lilas o8 (4
JaSt e by s cuald dizall 3 jeat¥ )

“Who is the Governor of Mafraq, who said that
the agencies concerned have done their best?*

The pattern is: 33¢x¥) o) JB 3y G3odall Ladlas
day JeS) e L 5y Caald il

The Governor of Al-Mafrag, who said that the
concerned agencies have done their best

The question classification technique determines
a set of patterns for each interrogative particle.
Examples of patterns are:

Who ,(, has one pattern , IPW NP WF |

For example : ¢..... J& 3 5 G3_sall Ladlas 58 (0

Ipw : 0=

Np: (el Lilas

WT: the others JE Al

The pattern, NP WF | indicates the expected
answer . i.e. the nouns ,5&ll Bélas | indicate the
expected answer.

How .S, has two patterns

Patternl I[PW NP WF for example <US S
el 8

Pattern2 IPW VP WF  for example &l oS
. dagpla)

The pattern, NP WF and VP WF | indicates the
expected answer . i.e the noun and the verb , s @US
&y indicate the expected answer.

Where , ¢, has one pattern

Patternl IPW VP WF  for example & ¢y
e..oY

The pattern, vp WF, indicates the expected
answer, i.e. the verb &% indicate the expected
answer.

when , s, has one pattern

Patternl IPW VP WF
?uﬁ JY\ Cauld

for example (s

The pattern, vp WF, indicates the expected
answer, i.e. the verb, &l indicate the expected
answer.
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In the proposed system, the question
classification technique is updated as follows:

A new pattern is added to who ,(=, because the
verb can come after ,who, (. Hence,

Who, (=, can have two patterns.

Pattern 1: IPW NP WF for example & (e
€. JB 5 (3 iall Lidlae
Pattern 2: IPW VP WF  for example s (»

€3S jaall aay 3 V) JB (53

Bag of words will be changed based on
interrogative particle.

If interrogative particle is (Who ,(», or how,eS, )
then the Bag of words will contains the (VP WF
and NP WF) because the (VP WF and NP WF)
indicate the expected answer.

If interrogative particle is (where, ¢, or when,
&) , Bag of words will contain the (VP WF )

because the (VP WF ) indicate the expected

ary i ) JE A g e o Gl jla)
WSyl €,

The interrogative particle is who, (=, so Bag of
words will contain the nouns and verbs and wf,

A yrall 2y (plilaal) Hlatil amy jlad jaa¥) J8 (o3 58

because the nouns and verbs indicate the
expected answer.

Stop words such as, 2 @l sa will be
eliminated.

Suffixes and prefixes will be also eliminated.

As a result, the bag of words will be ké sl Ji
A8 yee Jilie il

Stopwords Technique

The stopwords don’t indicate the expected
answer, and it is not useful in retrieval, and
removing the stopwords reduces the size of index.
On the other hand, removing stop words may

answer. reduce the recall as shown in figure 2.
For example:
stopwords technique
Doc index
corpus contains Processing
[0 GAT o5 o o oo | s, sl 2, ), sl
—>
Al Al g aly g aal) an)
question Remove stopwords The result
O
&
R O Al dal IR system ) K
i al | ’ —> (Arabic-JIRS) A, Gl
index
corpus contains Doc
; . processing &, sl pa¥), ), )
| Aol e oo o | —> B,
| A Gl a ady ) gl aud) |
question .y rpemove stopwords The result
IR system @“ PRFIN
. . : B e on
e he Al | (ArabicJIRS) [ oo
Al dal
—>

Figure 2: Recall reduction due to stop word removal.
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3- METHODOLOGY
The proposed Arabic QA system AMAU is an
open domain QA. AMAU is composed of three

stages:
1) Question processing.
2) Document processing.
3) Answer processing.

The methodology used in building AMAU is
explained based on the following example:

Suppose there are set of documents from
tasweer news website
(http://www.tasweernews.net/ S5 ns<l), and the
user wants to answer a question from these
documents.

The Question is:

Gl Agiadll 5 ea¥) o) JB A5 3okl Ldlas s (e
Ay J< A dsall G lall ol 4y JeSI e g

Suppose that there are four files, and each file
contains several paragraphs as shown in figure 3.

¢ Question Processing Stage

The question processing stage consists of six
steps:

AMAU will take the user's question as token
and stem the token using Khoja stemmer [22].
AMAU will then takes the token and removes the
pronoun, beginnings, surplus, suffix and prefix and
so on as shown in table 1.

In this step, AMAU defines the part of speech
for each stem by using Stanford Log-linear Part-
Of-Speech Tagger [23]. The output of this step is
shown in table 2.

From step 2, AMAU will take the nouns and
verbs, as bag of word called Bag of word 1 as
shown in table 3.

AMAU takes the nouns and verbs and it doesn't
take the stopwords because the nouns and verbs
indicate the aon’t indicate the answer.

Who, (s, can have two patterns.
IPW NP WF
IPW VP WF

Pattern 1:
Pattern 2:

AMAU generates another bag of word called
bag of words 2. It is similar to bag of words but
without removing the pronoun, beginnings,
surplus, suffix and prefix.
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AMAU generates a third bag of word called bag
of words 3. It is composed of the question words
including the stopwords shown in table 5.

Document Processing stage

In this stage AMAU uses the Lucin IR system
[5]. The IR the system searches in data set (sets of
files), and retrieve the files that are closest to bag
of word 1. This stage consists of the following
seven steps:

AMAU sends Bag of words 1 to IR system IR
takes Bag of words 1, and searches in the data set
(sets of files). Then it will give the candidate files.
The candidate files contain the paragraphs that are
relevant to bag of word 1. Suppose that bag of
words 1 is the one in table 3. The data set that
contains the set of files (f1 f2 f3 f4) and the
candidate file is fl. F1 content is shown in figure
3.

In this step, the file fl includes two paragraphs
and the system selects the paragraph which is
closet to Bag of word 1, and contains more
keywords. Each interrogative particle, such as who
has its keywords. For example the interrogative
particle, who, has the keywords such as ,_sSall
AT\.C-,‘;A\AAX"@&M

In our example the paragraph which is closet to
Bag of word 1, and contains more keywords is pl
as shown in figure 4.

AMAU sends Bag of words 2 (shown in table
4) to the IR system and the IR searches in the data
set. The system will then return the candidate files
that contain the paragraphs that have relevance
with bag of word 2. In our example the returned
candidate file is f4 shown in figure 3.

File 4 includes two paragraphs, the system
selects the paragraph which is closet to Bag of
word 2, and contains keywords. Each interrogative
particle, such as who, has its keywords, for
example the interrogative particle, who, has the
keyword such as......... e calaall Fodll | gl

In our example the paragraph which is closet to
Bag of word 2, and contains keywords is p3 shown
in figure 5.

5) AMAU offers Bag of words 3 to the IR
system. The IR system will performs elementary
search and returns the candidate files that contain
the passages that have relevance with bag of word
3. In our example, the file f2 will be returned. F2
includes two paragraphs (P5 and P6), the system
selects the paragraph which is closet to Bag of
word 3, and contains keywords. Each interrogative
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particle, such as who, has its keywords. For
example the interrogative particle, who, has the
keywords such as ......... e galad) Zu3l) giSal)

In our example the paragraph which is closet to
Bag of word 3, and contains keywords is the p 6
shown in figure 6.

In our example we obtained pl from bag of
word 1 and p3 from bag of word 2. After that the
system compares between these two paragraphs
and selects the paragraph that has highest
relevance with user's question based on cosine
similarity measure. In our example the paragraph
that has highest relevance with user's questions is
pl as shown in figure 7.

Then the result from step 6 (P1) is compared
with the paragraph returned from bag of word 3
(P6). The system will then selects the paragraph
that has highest relevance with user's question
based on cosine similarity measure. The result will
be paragraph P6 found in file f2.

Answer Processing Stage

The system uses interrogative particles, such as
who, when, what ...., from questions to define the
Query Type As it is shown in the table 6 [1], [5],
[24].

—>

Such as:  who((w) person

Then the system uses the keywords in table 7 to
extract the answer from the candidate paragraph p6
which was retrieved in step 7 of document
processing stage. The keyword LsSal (doctor) is
used to mark an Arabic personal name [13].

Finally AMAU extracts the answer that is Sl
A e daal

The architecture of AMAU is shown in Figure 8.
All the stages and steps explained previously are
summarized in this architecture.

4- EVALUATION AND ANALYSIS OF
RESULTS

After building the proposed AMAU system, it
was evaluated based on precision, recall and f-
measure. AMAU effectiveness was also compared
Arabic NER system. The complete results,
comparisons and their analysis are explained in the
following paragraphs. The equations for the three
measures used are shown in equations 1, 2, and 3.

Precision = (number of correct answers) /
(number of questions answered) (1)

B ————————
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Recall = (number of correct answers) / (number
of questions to be answered) ).

F-measure = (2*(precision*recall) )/ ( precision
+ recall ) (3).

The three used measures are most adequate and
powerful measures used by QA and IR systems.

Four experiments were carried. Aner corpus was
used for the evaluation purpose during all
experiments as a corpus test [8]. These
experiments varied according the use of stemming
and stop words and they are defined as shown in
table 8:

The recall values for the four experiments are
shown in table 9. The values were calculated for
four query types with different number of
questions for each type as shown in table 9.
AMAU2 performed better than AMAU1 and
AMAUS3 for query type person. This means that
when stop words are not eliminated and no
stemming used give better results compared to
using or not using stemming and eliminating stop
words, i.e. stop words elimination will decrease the
recall values. As for the other three query types,
non-elimination of stop words will give same
results as when elimination of stop words is used
except for the query type “date”, it will give better
recall values. Also, using similarity between the
three techniques will give better results for all

query types.

AS for the precision values shown in table 10,
using stemming will lead to less precision values
in mostly all query types. However, the effect of
stop words elimination depends on the query types
as can be seen from the values for the query types
“person” and “date” in AMAUI and AMAU?2 in
table 10. For AMAU4, it always gives the best
precision values compared to the other three
techniques.

As for the f-measure results as shown in table
11, it follows the same trends in precision effects
of stemming and stop words. Also, for AMAUA4, it
always gives the best f-measure values compared
to the other three techniques.

Arabic NER system was evaluated using four
query types as shown in table 12. Two of these
types are common with AMAU evaluation. The
comparison summary between the two systems is
found in table 13.

AMAU performed better than Arabic NER
based on the three evaluation measures used. It
scored higher precision, recall and f-measure
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values for the query type person. It also performed
better for the query type location except for the
precision measure as it slightly performed less.

AMAU Implementation and Corpus

The following tools were used in the
implementation:

Java language

Part-Of-Speech ~ Tagger  (POS  Tagger):
Standford log —linear pos tager is used. It is
developed by java at Stanford University [25].

Khoja Stemmer: It is one of the famous Arabic
stemmer that is available to use in the web. It
removes suffix, prefix and stop words [22].

Lucen, Information Retrieval (IR)): Lucen is an
open source search engine written in java. It
contains several classes to handle Arabic text, and
takes set of words called bag of words, and
searches in documents by creating index and rank
for each document, and returns the closer
documents to bag of words [25].

Cosine similarity measure: It is the most popular
similarity measure that is used to find the
similarity between two vectors when two
documents are represented as term vector. The
angle between two vectors is called cosine
similarity and when the angle decreases, the
similarity will increase.

ANER corpus was developed as part of the
researchers extensive research on machine
learning-based Arabic NER. It contains test sets
for Arabic QA:

5- CONCLUSION

In this paper, we proposed an Arabic QA system
called AMAU. This system works by merging
between Aner technique, wupdated question
classification technique and stopwords technique
to improve Arabic question answering system.
This Merging produced good results where the
overall precision was 80%. AMAU has ambiguity
in extracting the answer when there are many
keywords in the same paragraph that is returned by
IR lucen system:

For example:

Suppose the question is:

Gl Agiaall 33 o) JE A5 5oaal Ldlaa 4 (e
A JS Al Al Gagudall cUW any JuSI e by
pibal gall AL AaiuY) A Ae s

B ————————
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and the IR system return this paragraph :

oty el A ne dead KAl Boaall dadlaa ual
silaall 3hlie maen & dinall 53¢aY) O sivdll dinia
OS5 Al Ay pall Cagyhal) ol An s JaS) e Loy 3y aald
i) sl cillan S Al b de s s 48

Then AMAU will mark the keywords for who,
(w, and hence AMAU will mark the answer, 1l
oSl w5, This will be analyzed and solved as
future work.
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Figure 3: The files 1, 2, 3 and 4.
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Table 2: Part of Speech Out.

Token R Jadlasg Gl E) éﬂ\ Ja o 5 3eaY! Linall 8 L)y Sle JaSI
Stem A Jadlasg B ke B é;ﬂl Ja o 5 3¢l Lina ?\j BEY Sle JeS)
Part of Pronoun | noun noun Conjunction | Pronoun verb Particle | noun noun verb | noun Preposition | Adj
Bag of yes yes yes yes yes yes yes
Table 3 Bag of Words 1
Jadlaa é)s.n Ja B)P‘ :guu e& BEN 4y uJ)L EES Js 48y :%L);A 4.1\;:\“\ oSl uL\)A
Table 4: Bag of word2
Lilse | Gogadl | JB | 3V Al | Cudld | Wysn | JaS) | 4ng | gkl Fosadl AT FEy fe o AolaiuWicaUas S fopilal gal)
Table 5: Bag of words 3
| 58 Lilaa | Bosdl | g | e | 3oeaYl | Al Culd |l (Ao [0S fag (el fasokll Byl Pallall )

Table 6: Interrogative particles and corresponding query’s type

Interrogative particle Query type
e person
(e date
o place
oS number

Table 7 Keywords that might identify personal names

Query type Keywords
person | e, , 058l Gl alsall,
Date | e RETRA S
place | e, Gl LaY, s Y
number | e, 100,200, Y 53, sl
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Table 8: Experiments Definition

Exp. Num Exp. Name Exp. description
1 AMAU1 Without stemming, without stop words
2 AMAU2 Without stemming, with stop words
3 AMAU3 With stemming,  without stop words
4 AMAU4 Using similarity between the three techniques and the question

Table 9: Recall results for the four experiments

No. of questions AMAU4 AMAU3 AMAU2 AMAU1
53 0.8 0.6 0.7 0.6 e
18 0.8 0.7 0.7 0.7 &S
17 0.9 0.7 0.8 0.8 =
10 0.8 0.8 0.8 0.8 o
0.8 0.7 0.7 0.7 overall
Table 10: Precision results for the four experiments
No. of questions AMAU4 AMAU3 AMAU2 AMAUI
53 0.8 0.6 0.7 0.6 o
18 0.8 0.7 0.7 0.7 &S
17 0.9 0.7 0.8 0.9 =
10 0.8 0.8 0.8 0.8 o
0.8 0.7 0.7 0.7 overall
Table 11: F-measure results for the four experiments
No. of questions AMAU4 AMAU3 AMAU2 AMAUI1
53 0.8 0.6 0.7 0.6
18 0.8 0.7 0.7 0.7 oS
17 0.9 0.7 0.8 0.9 e
10 0.8 0.8 0.8 0.8 o
0.8 0.7 0.7 0.7 overall
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Table 12: Arabic NER System Recall, Precision and F-measure Results.

Query type Precision Recall F-Measure
Location 0.82 0.78 0.80
Misc 0.61 0.32 0.43
Organization 0.45 0.31 0.37
Person 0.54 0.41 0.47
Overall 0.63 0.49 0.55

Table 13: Results comparison between AMAU4 and Arabic NER

Arabic NER system AMAU4 system
Precision | Recall | F-measure | Precision | Recall F-measure
(person) 0.54 0.41 0.47 0.80 0.80 0.80
(locatio 0.82 0.78 0.80 0.80 0.80 0.80
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