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ABSTRACT 
 

In recent years, due to the emergence of various social network platforms, a massive amount of data is 
continuously generated and shared. The majority of the data is unstructured, which contains information that 
might be crucial and valuable if analyzed. Effective use of these unstructured data is a tedious and labor-
intensive task. Information extraction is one of the on-going research areas to extract potentially useful 
information out of voluminous data. Several different techniques and methods for information extraction 
have been proposed to understand the content and context of any available unstructured data at the low-level 
structure. However, there are limited studies conducted to investigate the challenges of Named Entity 
Recognition and Classification (NERC) on unstructured Malay data, which is known as one of the main 
subtasks in information extraction. Therefore, this paper addresses a comprehensive review of the existing 
NERC techniques for processing unstructured Malay data along with its limitations and challenges. The 
contributions of this paper are twofold. The primary contribution is it presents the overview of prior studies 
on NERC techniques of unstructured Malay data. Second, it scrutinizes the limitations and challenges of 
theses existing techniques due to the voluminous, dimensionality, and heterogeneity of unstructured Malay 
data. The findings show that most of the previous studies using a machine learning-based approach produce 
a satisfactory result rather than a rule-based approach. Furthermore, the challenges in terms of the different 
morphological of Malay language compared to resource-rich languages such as English, limitation of Malay 
corpus and annotated Malay text, and Malay text ambiguities could influence the performance of Malay 
NERC system efficiency, which should be carefully considered during the design of the systems. 

Keywords: Information Extraction, Malay Language, Named Entity Recognition and Classification, 
Unstructured Data 

 

1 INTRODUCTION 
 

In this digital era, with most of the processes are 
moving towards digitization and the emergence of 
diverse social network platforms, huge volume, and 
variety of data either in text, image, audio or video 
is continuously generated and shared. According to 
the International Data Corporation (IDC), the growth 
of digital universe data is predicted to increase 
tremendously from 33 Zettabytes in 2018 to 175 
Zettabytes by 2025 [1]. The vast majority of this 
never-ending data expansion is unstructured, which 
contributed as much as 95% of the global data in 
2020 [2]. This type of data contains an abundant 
amount of information that might be crucial and 

valuable if analyzed to resolve issues in many 
domains such as medical informatics [3][4][5][6], 
geological [7], construction [8][9], consumer review 
and recommendation [10][11] and tender 
management [12]. 

 
The characteristics of unstructured data often 

appear in a non-standardization format, loads with 
heavy-text, and come from heterogeneous and 
diverse sources [2]. Due to the complexity of this 
unstructured data, extracting meaningful 
information from this type of data is one of the non-
trivial tasks in text mining, and on-going researches 
are performed in many focus areas such as data 
mining, web mining, information retrieval, question 
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answering, and machine translation. Information 
extraction is defined as an organization of tasks 
between structured data from unstructured data and 
semi-structured data [13]. The ultimate goal of 
information extraction is to gain insight and obtain 
useful information hidden in the unstructured data 
and convert it into meaningful structured 
information so that it can be accessed and analyzed 
to help predict results, discover knowledge, and 
make informed decisions. This useful information 
can be categorized as entities, relations, facts, terms, 
patterns, and other types of information that could 
assist the data analysis.  

 
The correct transformation and interpretation of 

these unstructured data in a well-processed form 
enhance the performance of information extraction. 
Named Entity Recognition and Classification 
(NERC) is a subtask in the domain of information 
extraction. NERC is characterized as the process of 
finding certain useful terms such as entity names (the 
names of persons, locations, organizations), 
temporal expressions (dates, times), and numerical 
expressions (monetary values, percentages), and 
classify them into rhetorical categories based on the 
surrounding context [14][15]. A set of predefined 
semantic categories is assigned or annotated to the 
words or phrases that are known as the recognized 
entity. The extracted terms of named entities, 
however, may vary, depending on the domain of 
interest and the language. Generally, a named entity 
is any real-world object that can be denoted as a 
word or combination of words or terms. 

 
Various NERC techniques have been explored in 

prior studies for extracting diverse named entities, 
and the proper utilization of the extracted entities 
holds the utmost importance in text mining and 
natural language applications. NERC is language-
dependent, which the approach adopted for most 
NER systems is domain-general, meaning they are 
built based on a language and not a particular 
targeted domain [16]. Till now, most of the studies 
are focused on the development of NERC in 
different domains and diverse resource-rich 
languages such as English [17][18], Indian 
[19][20][21], Arabic [22][23], and Turkish [24][25]. 
However, there are limited NERC studies on 
unstructured text written in Malay since Malay is an 
agglutinative language that may alter the semantic of 
its words with different morphology used, such as 
affixation, composition, reduplication.  

 

The lack of credible Malay NERC tools [26] and 
very few publicly shared reference annotated 
corpora [14][27] have increased interest among the 
research community to develop more new 
approaches in NERC for improving the performance 
of Malay natural language applications. However, 
the researcher has faced some obstacles to developing 
an accurate Malay NERC system. The limitations are 
the lack of annotation of training data and also text 
ambiguity. To the extent of our knowledge, there are 
very few reviews of Malay NERC so far, and the 
issue has not been extensively explored in the 
reviews to identify the impact of unstructured Malay 
data on the existing NERC techniques. Arguably, the 
most established one was published by Morsidi et al. 
[14] in 2015. However, they did not include recent 
publications in the period from 2015 to 2020. 

 
The motivation for conducting this review is to 

highlight the present status of NERC techniques 
developed from 2010 to 2020 for unstructured Malay 
data and to identify numerous issues and challenges 
in extracting unstructured Malay data. Furthermore, 
this work will contribute to the body of knowledge 
for the Malay NERC. The research question of this 
study is how NERC is carried out on unstructured 
Malay text from 2010-2020? The following 
complementary questions are constructed to define 
the research question: 

 
Question 1: What are the main approaches used in 

NERC? 
Question 2: Concerning the approaches, to what 

extent the experimental researches in NERC on 
unstructured Malay data are conducted in terms of 
the features, methodologies employed, and the 
evaluation of performance? 

Question 3: Concerning the prior researches 
conducted in NERC on Unstructured Malay data, 
what are the limitations and challenges faced?  

 
The remaining article is structured as follows. 

Section 2 presents the research methodology 
applied. Meanwhile, approaches in NERC are 
discussed in Section 3. Section 4 explains about 
Malay name entity recognition using rule-based 
approaches. Subsequently, Section 5 discusses on 
Malay NERC using machine learning-based 
approaches. The issues and challenges that are to be 
handled while designing the NERC system for 
unstructured Malay text are highlighted in Section 6. 
Finally, the last section concludes the article with 
future research directions to improve the research in 
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this field. 
 

2 RESEARCH METHODOLOGY 
 

In this study, a systematic literature review is 
conducted. The systematic literature review is a 
process of aggregating, critically assessing, 
summarizing, and interpreting the available 
evidence concerning a clearly defined problem that 
requires further investigation. It consists of several 
steps. The steps are comprehensive search of 
relevant data source, selection of quality criteria, 
assessment of the quality of potential evidence, 
extraction of the evidence, synthesis of the evidence, 
and reporting. These steps follow the guidelines and 
the systematic review protocol, as proposed by 
Kitchenham and Charters [28].  

 
2.1 Searching evidence from the relevant data 

source 
A comprehensive search of the English and 

Malay language literature was performed, 
incorporating both open and closed-access electronic 

data sources. The electronic search was performed 
using the Google Scholar engine for finding the 
refereed research literature of the open-access 
database. Meanwhile, for the subscription database, 
the searching was done in the IEEE Xplore, ISI Web 
of Knowledge, ScienceDirect, Scopus, and 
SpringerLink, which these databases are well-known 
to contain computer science archives. It deals with 
peer-reviewed and published information, including 
journal articles, book chapters, and conference 
proceedings. 

 
All of these data sources were searched using 

the following keywords, as shown in Table 1. The 
search strings are formed by categorizing the 
keywords into groups based on their synonyms or 
similar semantic meaning or a different way of 
spelling to ensure comprehensive searching. For 
example, the term “named entity recognition and 
classification” could be represented as “named entity 
recognition”, or “name entity recognition”. Another 
example, the synonym term for “terminology-based” 
that could be designated as “dictionary-based” or 
“dictionary lookup”. 

 
Table 1. Searching keywords used 

 Group 1 Group 2 Group 3 
Keyword1 “named entity recognition and 

classification” 
“named entity recognition” “name entity recognition” 

Keyword2 “Malay named entity recognition 
and classification” 

“Malay named entity recognition” “Malay name entity recognition” 

Keyword3 review state-of-the-art survey 
Keywrod4 rule-based rule pattern 
Keyword5 “machine learning” machine  
Keyword6 Malay   
Keyword7 “compound nouns”   

 
Implementing the search strategy was achieved 

by combining the keywords using the Boolean 
operator, AND. There are several search strategies, 
which was designed to answer the research 
questions, including; 

1. state-of-the-art NERC in between 2010 
and 2020  

2. state-of-the-art NERC on unstructured 
Malay text in between 2010 and 2020  

3. NERC on unstructured Malay text in 
between 2010 and 2020  

4. NERC on unstructured Malay text using 
rule-based in between 2010 and 2020  

5. NERC on unstructured Malay text using 
machine learning-based in between 2010 
and 2020  

 
The search was restricted to the articles 

published between 2010 and 2020. It is the time in 
which the Malay NERC work is starting to get the 

focus. Table 2 details the number of refereed 
documents obtained based on the defined searching 
strategies by combining different keywords. 
Initially, the search was performed based on the 
identified keywords on the document’s title. 
Furthermore, the search was extended to look for 
keywords in the abstract or entire article if the 
negative outcome was obtained from the previous 
query. A total of 355 refereed documents were 
retrieved from the data source searches. As far as we 
are concerned, there are very few comprehensive 
reviews in Malay named entity recognition and 
classification, according to the findings.  

 
2.2 Selection of relevant evidence 

The documents obtained should be filtered 
since the searching evidence in the prior steps return 
the number of publications far larger than 
manageable. In this step, removing unrelated 
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documents was done according to the following 
exclusion criteria: 

1. duplicate documents within the search 
documents 

2. the same document published in different 
data sources 

3. inaccessible documents due to the 
restrictions on the publisher side 

4. documents published before 2010 
5. documents are not written in English and 

Malay language 

 
Table 2. Total number of publications from the comprehensive searching for each database 

Searching 
Strategy 

Combination Keywords 
IEEE 

Xplore 
ISI 

WOS 
Science 
Direct 

Scopus 
Springer 

Link 

Google 
Schola

r 

Strategy 1  
(n = 229) 

Keyword1,1 AND Keyword3,1 0 1 1 1 0 1 
Keyword1,2 AND Keyword3,1 2 4 1 9 82 21 
Keyword1,3 AND Keyword3,1 0 0 1 0 1 0 
Keyword1,1 AND Keyword3,2 0 0 0 0 0 1 
Keyword1,2 AND Keyword3,2 0 2 0 3 1 13 
Keyword1.3 AND Keyword3,2 0 0 0 0 2 0 
Keyword1,1 AND Keyword3,3 0 1 0 1 0 3 
Keyword1,2 AND Keyword3,3 5 7 1 11 3 43 
Keyword1,3 AND Keyword3,3 0 1 1 1 1 3 

TOTAL 7 16 5 26 90 85 

Strategy 2  
(n = 2) 

Keyword2,1 AND Keyword3,1 0 0 0 0 0 0 
Keyword2.2 AND Keyword3,1 1 0 0 0 0 1 
Keyword2,3 AND Keyword3,1 0 0 0 0 0 0 
Keyword2,1 AND Keyword3,2 0 0 0 0 0 0 
Keyword2,2 AND Keyword3,2 0 0 0 0 0 0 
Keyword2,3 AND Keyword3,2 0 0 0 0 0 0 
Keyword2,1 AND Keyword3,3 0 0 0 0 0 0 
Keyword2,2 AND Keyword3,3 0 0 0 0 0 0 
Keyword2,3 AND Keyword3,3 0 0 0 0 0 0 

TOTAL 1 0 0 0 0 1 

Strategy 3 
(n = 60) 

Keyword1,1 AND Keyword6,1 0 0 0 0 0 0 
Keyword1,2 AND Keyword6,1 2 4 0 6 5 14 
Keyword1,3 AND Keyword6,1 0 2 0 2 2 2 
Keyword7,1 AND Keyword6,1 3 2 0 6 0 10 

TOTAL 5 8 0 14 7 26 

Strategy 4 
(n = 41) 

Keyword1,1 AND Keyword4,1 AND Keyword6,1 0 0 0 0 0 0 
Keyword1,2 AND Keyword4,1 AND Keyword6,1 0 0 0 4 5 3 
Keyword1,3 AND Keyword4,1 AND Keyword6,1 0 0 0 1 2 0 
Keyword1,1 AND Keyword4,2 AND Keyword6,1 0 0 0 0 0 0 
Keyword1,2 AND Keyword4,2 AND Keyword6,1 0 0 0 7 5 3 
Keyword1.3 AND Keyword4,2 AND Keyword6,1 0 0 0 2 2 0 
Keyword1,1 AND Keyword4,3 AND Keyword6,1 0 0 0 0 0 0 
Keyword1,2 AND Keyword4,3 AND Keyword6,1 0 0 0 2 3 0 
Keyword1,3 AND Keyword4,3 AND Keyword6,1 0 0 0 1 1 0 

TOTAL 0 0 0 17 18 6 

Strategy 5  
(n = 23) 

Keyword1,1 AND Keyword5,1 AND Keyword6,1 0 0 0 0 0 0 
Keyword1,2 AND Keyword5,1 AND Keyword6,1 2 0 0 2 5 0 
Keyword1,3 AND Keyword5,1 AND Keyword6,1 0 0 0 0 2 0 
Keyword1,1 AND Keyword5,2 AND Keyword6,1 0 0 0 0 0 0 
Keyword1,2 AND Keyword5,2 AND Keyword6,1 2 0 0 3 5 0 
Keyword1.3 AND Keyword5,2 AND Keyword6,1 0 0 0 0 2 0 

TOTAL 4 0 0 5 14 0 

 
There were 215 documents excluded. The 

balance of 140 papers was evaluated by screening on 
the abstract and the full text based on the inclusion 
criteria and quality criteria. The final list of these 140 
documents was downloaded for further analysis. 

 
2.3 Assessment of the evidence quality 

The identification of inclusion criteria and 
quality criteria is essential to obtain documents that 

are thematically relevant to address the research 
question. Table 3 lists the inclusion criteria and 
quality criteria applied for screening both abstract 
and full text. Firstly, the abstract and full text of the 
documents were screened based on the inclusion 
criteria. Subsequently, the full text of relevant 
documents reviewed. If the abstract was considered 
significant to be included in the review, then the full-
text was examined to ensure the content was 
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relevant.  As depicted in Figure 1, 68 documents 
were omitted after the abstract review, and 72 
documents were assessed based on the inclusion 
criteria for their entire text. At this stage, 15 
documents that were unrelated to the systematic 
review of named entity recognition, and Malay 
named entity recognition approaches were 
eliminated.  

Then, the balance of 57 documents is a set of 
relevant studies that will be filtered out for quality 
criteria. After performing the full-text screening, 
only 31 documents were eligible for qualitative 
analysis which are conducted in the next stage. The 
main reason for rejection is the studies did not 
describe a rationale for conduction the review. 

 
Table 3. Inclusion and quality criteria 

Inclusion Criteria Quality Criteria 
IC1: The study identifies the title as a review of NERC QC1: There is a clear aim of the research. 
IC2: The study identifies the title as a review of Malay NERC  QC2: The study describes the rationale for the review 
IC3: The study focuses on Malay NERC using rule-based QC3: There is a clear review of NERC approaches 
IC4: The study focuses on Malay NERC using machine learning QC4: The study discusses the limitations and challenges of 

NERC 
IC5: The study focuses on Malay NERC using the hybrid 
approach 

QC5: The study specifies the Malay NERC approach and its 
performance 
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Figure 1: The flow of selecting relevant documents 

 
2.4 Extraction of the evidence and analysis 

In this step, an evidence extraction form, as 
shown in Table 4, is used to guide the qualitative 
analysis of documents. There are two types of study 
that involved in this paper; 1) review and 2) 
experimental.  

 
Table 4. Evidence extraction form 

Item Data Extracted 
Reference Author, year, venue, type of publications 
Form of study Review: domain, language, NERC 

approach 
Experimental: NERC approach, 
performance results 

 

In between 2011 and 2020, 30% (n=4) of 
refereed documents dealing with the review of 
NERC in English and Indian languages respectively, 
meanwhile 15% (n=2) of the publications are doing 
a systematic review of NERC in Turkish and Arabic 
and 8% (n=1) of the publication in Malay. The nine 
articles reporting on NERC had been published in 
the scientific journals, three book chapters and one 
conference proceedings. 

Meanwhile, for the experimental studies 
conducted using Malay NERC approached, there are 
18 articles were selected, which 45% (n=8) of the 
documents are dealing with Malay NERC approach 
using rule-based, 33% (n=6) of publications are 
using machine learning-based approach, and the 

Strategy 1 
(n = 229) 

Strategy 2
(n = 2)

Strategy 3
(n = 60)

Strategy 4 
(n = 41)

Strategy 2 
(n = 23) 

Comprehensive search of 
evidence from relevant 
data source 

Combine result
(n = 355)

Selection of related 
evidence 

Assessment of the 
evidence quality 

Removal based on 
exclusion criteria 

(n = 215)

Abstract review based on inclusion criteria 
(n = 140)

Rejection on 
abstract review  

(n = 68) 

Extraction of the evidence 
and analysis 

Reporting 

Full-text review based on inclusion criteria 
(n = 72)

Rejection on full-
text review  

(n = 15) 

Full-text documents accessed for quality criteria 
(n = 57)

Documents included in qualitative analysis 
(n = 31)

Rejection for 
quality criteria  

(n = 26) 
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balance of 20% (2=4) are studying on the hybrid 
system. 

 
3 NAMED ENTITY RECOGNITION AND 

CLASSIFICATION APPROACH 
 

Named Entity Recognition and Classification is a 
vital subtask of information extraction. The term 
“named entity” was initially coined by Grishman and 
Sundheim in Message Understanding Conference-6 
(MUC-6), which involves the process of identifying 
entity names of people, organizations, and 
geographical locations, as well as numeric 
expressions [29]. Since then, there has been a 
growing interest in named entity recognition and has 
been progressively studied among the research 
community in various languages such as English, 
Spanish, and Arabic.  

 
NERC is the task of recognizing terms and 

phrases that mention named entities of interest from 
free text and classifying them into a group of 
predefined labels or categories such as a person, 
organization, locations, etc. [30]. NERC system 
aims to automatically identify and classify the proper 
nouns in the unstructured text to describe concepts 
of interests in a given domain, that afterwards could 
be linked to a knowledge base where these concepts 
are referred for further analytics applications 
[31][32]. There are different types of approaches that 
have been developed to identify entities in various 
domains. These approaches are terminology-based, 
rule-based learning, machine learning-based, hybrid 
and deep learning-based. Different languages may 
have different morphologies and thus require 
different NERC processes, which is very useful for 
increasing the performance of information 
extraction. Implementation of the NERC algorithm 
is usually influenced by the domain of the studies 
[2]. For example, a domain-specific NERC for crime 
may not be applicable for recognizing named entities 
on other specific domains such as a biomedical field. 
It is because the biomedical field has its scientific 
term to extract entities such as protein and gene 
names. 

 
3.1 Terminology-based approach 

Terminology-based, also called dictionary-based, 
is the most basic approach in named entity 
recognition, which it works based on the concept of 
one to one matching between words or phrases 
within unstructured text and terms that exist in the 
terminological glossaries or dictionaries [33]. The 

earlier terminology-based approach employs the 
simple dictionary lookup method, which necessitates 
a set of predetermined terminological lexicons 
within a specific domain as the input. Finding 
matches within the text phrases against the terms in 
the lexicon is done using strict string matching 
techniques [31]. It has been widely implemented in 
a domain-specific such as biomedical [34][35] and 
chemical [36]. Although this approach is very 
straightforward and precise, the reliance on lexicons 
could lead to low recall performance as it is unable 
to solve the disambiguation problem. Another 
disadvantage of this approach is the strict matching 
technique only capable of detecting entity as 
predetermined in the lexicons without considering 
the spelling mistake and unable to handle noisy data, 
hence loss the semantic matching.  

 
3.2  Rule-based learning approach 

Rule-based learning is another NERC approach, 
which uses the constructed rules based on the 
characteristics of the entities of interest, as well as 
the usage of information from dictionaries, thesauri 
references, or gazetteers [33]. The constructed rules 
depend on textual features such as orthographic and 
morphological, and context of the word in the text. It 
does not require annotated data. In rule-based 
NERC, the properties of language-related 
knowledge are exploited using regular expression 
patterns and syntactic-lexical patterns to detect the 
desired entities such as the name of the person, 
location, and organization. For example, the "Steve 
Job" query should not just check on the word "Steve" 
or "Job." The term "job" can lead to the searching of 
another similar word, such as "occupation." So 
instead of "Steve Job," the co-founder of Apple Inc., 
it will contribute to another purpose. The extracted 
named entities, however, could also include other 
concepts related within the domain of interest. This 
approach is highly efficient as it allows language 
grammatical and morphological to be expressed in 
the rules. It also employs domain-specific features to 
obtain sufficient accuracy [17].  However, the main 
disadvantages of this approach are the hand-crafted 
rules is time-consuming as the process is highly 
dependent on human experts, and domain 
dependency requires experts to involve closely in 
constructing rules. Since the experts manually craft 
the rules, it is non-applicable across domain and non-
adaptable to recognize any potential new named 
entities categories. 
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3.3 Machine learning-based approaches 
Machine learning is a statistical-based approach 

that uses algorithms on the training data and the 
number of selected textual features to automatically 
learn the complicated pattern to perform an 
identification process [37]. Features are words 
descriptors designed for the use of the algorithm 
such as orthographic (capitalization, decimal, digits, 
symbols), part-of-speech tags, morphological (affix, 
suffix, prefix), the word left/right, word length and 
others. Compared to the rule-based system, machine 
learning-based can be performed across the domain. 
The critical issue in the machine learning-based 
approach is that an enormous amount of data is 
required for training, as a lack of data can be one of 
the barriers to NERC system success. Besides, this 
approach relies on well-selected features [38]. There 
are three different types of machine learning 
approach, including supervised learning, semi-
supervised learning, and unsupervised learning.  

 
Supervised learning is the process of designing an 

adaptive model based on the labelled training dataset 
and the features associated with the data to recognize 
the correlation between the reliable output and input 
characteristics so that prediction of output values for 
new data can be inferred based on the relationships 
learned from the previous dataset [39]. It 
automatically constructs rules based on externally 
given examples and is thus used to predict future 
instances. Annotated corpora are prerequisites to the 
supervised learning algorithm during training phase 
[40], which requires a considerable effort of expert 
annotators that leads to time-consuming. Incomplete 
or missing annotated corpora affects the inferring 
process in the output. Under supervised setting, the 
machine learning-based methods are developed 
using supervised classifiers such as Hidden Markov 
Model, Maximum Entropy Markov Model, 
Conditional Random Fields, Support Vector 
Machine, Logistic Expression Classifier, and 
Decision Tree.  

 
Semi-supervised learning is an intermediate 

approach between supervised learning and 
unsupervised learning which includes a small degree 
of supervision. A set of semi-supervised learning 
approaches aim to produce high-quality training data 
by using a small set of labelled corpus and a large set 
of unlabelled corpus [41]. This technique can 
provide a significant increase in learning accuracy. 
Bootstrap is an example method of semi-supervised 
learning. 

 
Unsupervised learning relies on unsupervised 

algorithms to infer name entities based on the data 
that neither classified nor labelled during the training 
[36]. This algorithm acts without supervision during 
the computation of the lexical resources and lexical 
patterns to build representations from data. The data 
is organized based on similarities and information 
differences, although there is no classification in the 
data. The most common method for unsupervised 
learning is clustering and association rules. 

 
3.4 Deep learning-based 

Deep learning is an advanced model of machine 
learning that relies on the multiple processing layers 
of neural networks to learn representations of data 
from raw input with numerous levels of abstraction 
[18]. It can be classified into convolutional neural 
network and recurrent neural network [42]. The deep 
learning-based solution to NERC has begun to 
receive significant attention in recent years due to its 
improved performance. Compared to supervised 
machine learning, deep learning model does not 
need domain expertise to design NERC features 
since it can automatically learn complex, 
complicated and detail data features. Nevertheless, 
to the best of our knowledge, this approach has not 
been implemented to Malay NERC. 

 
3.5 Hybrid approaches 

The hybrid approach incorporates more than one 
approach of NERC, including any combination of a 
statistical-based, rule-based approach, and machine 
learning approach to optimize overall performance 
[43]. The hybrid approach has its advantages and 
disadvantages. Most of the studies that using a 
hybrid approach improve the performance in terms 
of accuracy [44]. It has a few modules based on the 
domain of the studies. Some studies might have only 
two modules, which are rule-based and machine-
learning module only. But some studies are done by 
the combination of the machine learning algorithm 
and pattern matching rules to extract several entities 
such as a person, location, and organization.  

 
One of the studies done by [32] proposed Malay-

English Word Aligner or MEWA to align the Malay 
corpus with an English corpus by using a hybrid 
algorithm. 
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4 MALAY NAMED ENTITY 
RECOGNITION AND CLASSIFICATION 
USING RULE-BASED 
 

The Malay language is one of the language fields 
that interest researchers in implementing the 
recognition task of the named entity. In Malay, it 
focuses on defining proper nouns. Like other 
languages, in the presentation of information, the 
Malay language also has its characteristics based on 
the order of sentences and the form of words that 
have specific meanings. Discussions on the 
implementation of the recognition of a named entity 
in the Malay language include orthography, 
morphology. 

 
Named entity recognition can be classified by 

using the rule-based approach according to 
dictionaries and gazetteer list [45]. Predefined 
dictionaries or set of rules can be used to define the 
name entity rule-based algorithms. These algorithms 
are applied to extract pattern for location names, 
organization names, etc. The recognition process 
could be sped up based on dictionary types. The type 
of dictionary used to affect the performance of the 
NERC system and result. Usually, the dictionaries 
include the list of countries, main cities, companies, 
first names and titles [45]. 

Most of the system develops for Malay is focusing 
on NERC [46][32][47]. The majority of the systems 
developed based on manually predefined 
dictionaries by a human. Alfred [46] proposed a 
NER rule-based for Malay text by using contextual 
rules to recognize person, location, and organization 
entities. The Malay NER framework is designed to 
detect the names of entities to perform a good result 
of retrieving Malay articles with more effective and 
efficient. The research compiled a few types of 
dictionaries lookup that probably exist in Malay text 
such as location, location prefix, person title, 
organization prefix, organization abbreviation, 
organization name, and organization suffix. The 
results show a reasonable output with the proposed 
algorithm. However, the performance can be 
improved by re-formulating the rules and having 
more complete dictionaries. 

Ulanganathan et al. [48] developed a Malay Entity 
Recognition Engine (Mi-NER) by using a 
probabilistic approach. This system is used to 
identify person, location and organization entities. 
The result shows Mi-NER perform better of 
identifying person and organization identities by 
adding more different salutation for people name and 

variety of organization suffix. This strategy would 
be powerful to find person and organization 
specifically.  

 
Sharum et al. [49] proposed a Name Indexer 

system to detect person names of 117 Malay 
newspapers' article. The system can extract the title 
and name found in Malay news article. The 
application can be used to improve the process of 
searching performance. The output of name indexer 
specifies all existing names, including the 
documents links. Based on this research, a few 
techniques were developed to recognize a person's 
names. Those of the techniques are scanning for 
common first name, scanning for known titles, 
scanning for a word with capitalized initials and also 
scanning with kinship. Overall, the application 
provides a precise result. However, the application 
requires more specific rules and patterns to 
recognize unknown names like foreign names. 

 
Moreover, [50] presents a rule-based to detect 

person, organization, location and misc entities by 
using Stanford and Illinois NER. This research was 
interesting because they are using English NER 
system to extract the Malay Named Entity. As we 
know, most of the existing English NER is not 
suitable for another language, especially for the 
Malay language. The researcher is able to prove that 
Stanford NER and Illinois NER can recognize 
location and organization entities with a poor result. 
However, it is unable to classify person and other 
entities through the Malay documents due to the 
different morphology between English and Malay. 
Both of NER showed unsatisfied result and tended 
to produce more error during experiments. It's 
explained that Stanford and Illinois NER system are 
not compatible with recognizing Malay entities. 

Additionally, [51] proposed an algorithm for 
extracting nouns from Malay classical documents.  
The objective of this research is to find the best way 
to extract noun by using Lookup List, Morphological 
Rules (Noun Affixes), Morphological Rules (Verb, 
Adjective and Noun Affixes) and Morphological 
Rules (Rayner's Rules). The experiment used 75 
Malay classical documents extracted from local 
universities repository. Two language experts 
evaluated the outputs of Noun Extraction. 

All of the aforementioned systems are using a 
rule-based approach. Most of the entities in their 
investigation are the same (person, location, 
organization) except for the noun extraction system 
[51] and name indexer [49]. Furthermore, there is no 
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complete resource, such as a dictionary or gazetteer 
in Malay. Some of the predefined terms in the 
dictionaries are manually hand-crafted. This task is 
very challenging because it consumes a lot of time. 
One of the above studies that be done by [52] shows 
that they obtain the poor error result due to the 
limited list of words in dictionaries. 

 

Table 1 shows the evaluation result for the rule-
based system. The usage of specific rules 
constructed for Malay NER indicates significant 
results in extracting person, location and 
organization within Malay text, compared to the use 
of English NER as proposed by Sulaiman et al. in 
[50].

 
Table 1: Summary of precision, recall, and f-measure for the rule-based systems. 

System Entity Precision (%) Recall (%) F-measure (%) 
Malay NER Recognition [46] Person 85.00 94.44 89.47 

Location 
Organization 

Mi-NER [48] Person 80.95 72.12 76.28 
Location 96.64 69.37 80.06 
Organization 89.76 54.76 68.02 

Name Indexer [49] Name 92.00 54.00 68.00 
Stanford NER [50] Person 39.66  36.55 

Misc 
Organization 
Location 

Illinois NER [50] Person  37.19 35.24 
Noun extraction [51] Verb,Adj,Noun Affixes   77.61 

Rayner's Rule   52.31 
Noun affixes   34.16 

Noun+Verb Identification [53] Compound nouns  93.5 27.5  
Malay Name Entity 
Recognition [54] 

Person 96.00 99.00 97.00 
Location 97.00 98.00 99.00 
Organization 100.00 89.00 94.00 
Position 100.00 95.00 85.00 

 
5 MALAY NAMED ENTITY 

RECOGNITION AND CLASSIFICATION 
USING MACHINE LEARNING-BASED. 

 
On the other hand, there are also studies by using 

machine learning in Malay NERC. Salleh and his 
team [26] designed an automated Malay named 
entity recognition (Amner) by using a conditional 
random field method.  Pos tagging was used in this 
work. The proposed NER system has three main 
phases includes pre-processing data, generating 
model, and evaluation. The training phase was tested 
from Bernama news by using a few features such as 
capitalization, lowercase, and part of speech (pos) 
tagging. Based on the studies, the features selected 
show the potential improvement for the result 
accuracy. 

 
Furthermore, Ulanganathan et al. [31] created a 

system that can recognize the entity and non-entity 
from unstructured Malay text. This work implements 
a fuzzy c-means clustering method by using 
Bernama Malay news as a dataset. The studies need 

to go through several steps include data pre-
processing, text features transformation, 
experimental, and evaluation. A rapid miner tool is 
used in these studies to analyze the entities. 

 
Meanwhile, Asmai et al. [39] integrated two 

machine learning approach techniques (fuzzy c-
means and K-Nearest Neighbours Algorithm) for 
identifying six entities of crime data in Malay such 
as organization, location, date, crime, person, and 
other. The experiment showed the improvement of 
the entities' recognition performance when there is a 
combination method between fuzzy c-means and K-
Nearest Neighbours. However, appropriate features 
selection need to be considered to get the best 
performance. [55] also used the K-Nearest 
Neighbours algorithm in their studies to detect 
proper nouns with three different datasets. The 
dataset from Astro Awani news, Berita Harian news, 
and Bernama news. Regex identifier is adopted in 
this experiment to detect the proper noun effectively. 
However, human validation is still needed to process 
the data since regex only depends on the 
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preconfigured rules. 
 
Table 2 shows the evaluation results in the 

previous researches that have been done using the 
machine-learning approach. All of the machine-
based NERC systems show the highest score in f-
measure performance except for the noun detection 

system. It is due to the noun detection system is 
using unannotated Malay language news articles in 
their studies. It is noticeable that the machine-based 
learning approach needs an annotated corpus and 
large training datasets to gain the highest 
performance. 

 
Table 2: Summary of precision, recall, and f-measure for machine learning systems. 

System Entity Precision (%) Recall (%) F-measure (%) 
AMNER [47] Person 0.82 0.75 0.78 

Organization 0.93 0.71 0.81 
Facility 0.56 1 0.72 
location 0.81 0.81 0.81 

Entity Recognizer [56] Entity 100 88.97  
Non-Entity 98.39 100 

Entity Extraction [39] Organization 89.77 90.99  
Location 80.83 72.39 
Date 81.72 87.3 
Crime 85.48 85.48 
Person 89.27 89.96 
other 97.88 98.09 

Noun detection [55] AA dataset 0.52 0.53 0.504 
BH dataset 0.57 0.61 0.567 
BER dataset 0.47 0.46 0.450 

 
Table 3 provides a comparison between rule-

based systems and machine learning systems 
regarding the process, a form of corpus and whether 
they use gazetteers or not, part-of-speech and/or 
stemming. As we can see, all systems didn’t use 

stemming process, but most of them were used POS 
tagging and annotated corpus especially for machine 
learning. There is no evaluation table for hybrid 
approach since this approach are not popular for 
Malay NERC research. 

 
Table 3: A Comparison between the Malay NER Systems. 

System Method Stemming Gazetteer POS Annotated Corpus 
Malay NER Recognition [46] Rule-based No Yes Yes No 
Mi-NER[48] Rule-based No No No Yes 
Name Indexer [49] Rule-based No No Yes No 
Illinois NER [50] Rule-based No Yes Yes No 
Illinois NER [50] Rule-based No Yes Yes No 
Noun extraction [51] Rule-based No No No Yes 
AMNER [47] Conditional Random Field No No Yes Yes 
Entity Recognizer 
[56] 

Fuzzy C-means clustering No No Yes Yes 

Noun Detection 
[55] 

KNN Algorithm No No Yes Yes 

Entity Extraction[39] Fuzzy C-means, KNN No No Yes Yes 

6 MALAY NAMED ENTITY 
RECOGNITION USING HYBRID 
APPROACH  

 
Usually, the hybrid approach produces more 

significant results, but the linguist and domain expert 
needs a great deal of professional work [57]. For this 
reason, most of the recent work in Malay NER 
focuses only on the rule-based method and the 

techniques in machine-learning. There are presently 
limited studies in Malay using a hybrid approach. 
One studied that been done by [58] employed a 
hybrid approach to developing an automated text 
summarization system. This system is purposely 
designed for electronic documents that can help 
people to get a summary from Malay’s news article. 
While there are many tools for academic and clinical 
text summarization, no studies are officially reported 
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for the Malay language. They have been adopting 
some techniques from existing successful results 
includes pre-processing, text extraction, and 
sentence selection. Since Malay text summary 
corpora are minimal and do not publicly share, the 
corpus is required to be built manually. 

 
7 CHALLENGE AND ISSUE OF MALAY 

NERC 
 

First of all, the Malay text is limited to publicly 
available because most of the corpora are private for 
academic use [14]. [59] argued that Dewan Bahasa 
and Pustaka, Pangkalan Data Korpus (UKM-DBP) 
could be the most comprehensive corpus in 
Malaysia. Some scholars have no choice but to 
switch to their hand-crafted domain-specific corpus 
they need to construct the new corpus. Numerous 
morphological uses have hindered the adoption of 
English text processing techniques in Malay.  

 
The use of NER in Natural Language Processing 

in a wide variety of applications appears promising. 
But the development of the field is hindered by: 

 
7.1 The difference in morphology. 

There are different morphological features 
between Malay, English, Arabic, and other 
languages. Every language has rich and complex 
morphological features which contribute to the 
difficulties of implementing a method to develop the 
correct NERC system. English NER application 
might not be suitable for recognizing Malay name-
entities because the implementation of NER depends 
on the domain of studies and type of language. Many 
of the NER systems exist for other languages such as 
English, Indonesia, Arabic, and Urdu [60] [61] [62] 
[63]. It is also challenging to do a pre-processing for 
the Malay language because there are no existing 
pre-processing tools for Malay. If the researcher 
wants to use English pre-processing tools, they need 
to custom their coding first to get the result. This 
activity takes plenty of time because Malay 
morphology is quite complicated to analyze. One of 
the studies that been done by Alfred [46] found that 
morphologies for the Malay language are too 
complex and challenging to implement in the Malay 
NER algorithm. Hence, the powerful pre-processing 
techniques for the Malay language are required to 
improve the quality of unstructured data. 

 
 

7.2 Limitation of Malay corpus. 
 

A corpus can be characterized as a collection of 
common dialect information either in content or 
discourse frame. The development of the Malay 
corpus is mainly for the academic field, so the corpus 
does not provide to the public [64]. It Is not easy to 
construct the Malay corpus because it involves 
several phases such as data gathering include pre-
processing activities, extraction, filtration, and 
association [26]. Designing the online corpus 
repository is a complex task [65] [66]. The different 
studies might use the diverse corpus to extract the 
information. It is built to the specific criteria based 
on the domain and the linguistic applications. One of 
the studies [67] has developed the Malaysian Corpus 
of Financial English (MaCFE). This type of corpus 
contains a variety of documents from all financial 
institutions in Malaysia.  

 
7.3 Lack of annotated resources for the Malay 

language. 
 

Lack of annotated corpus resources for the Malay 
language compared to English and another language 
[51]. This challenge most probably faces by a 
researcher who applies the rule-based method in 
their researcher because they can't use existing 
English corpus into the Malay language. 
Furthermore, it takes a long time to interpret the 
Malay text to be used for Malay entities' recognition.  

 
Creating resourced for Malay NLP is 

exceptionally complicated and time-consuming, 
especially for the Malay language. This challenge 
might happen for other languages such as Persian 
and Arabic [68] [69] [70].  

 
Lack of annotated resources for the Malay 

language will affect the machine learning method 
result. It is impossible to implement the NER method 
without having an extensive and comprehensive 
annotated data. These annotated corpora is the main 
requirement for the supervised machine learning 
method. Since there is a limitation of the Malay 
annotated data, the previous researcher would prefer 
to choose the unsupervised technique.   
 
7.4 Ambiguities in text. 

 
The ambiguities in human language are a 

significant obstacle for computers to understand and 
interpreted [71]. Text ambiguity occurs when 
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multiple words have the same meaning (synonym) 
or a word with different meanings (homonym). 
There is always an issue for text ambiguities, 
especially for the Malay languages due to multiple 
languages for certain words [72]. For example, the 
Malay word "sepak" has several meanings, such as 
to kick or to slap.  

 
8 CONCLUSION 

 
In this paper, the author has presented named 

entity recognition systems that were developed for 
the Malay language. These systems are split into two 
groups based on machine learning and rule-based 
approach. The objectives, methods, performance, 
strengths, and weaknesses are discussed for previous 
research. Besides, the comparison is deliberate 
between the rule-based approach and machine 
learning approach in Malay NERC systems. 
However, the hybrid approach is not included since 
the approach is quite complicated and less been used 
by previous researchers.  

 
According to the findings obtained from the 

reviews, there still a lot of deficiency in previous 
studies. The future research in Malay NLP needs to 
make some improvement to have superb Malay 
NERC systems. Having complete dictionaries would 
improve the algorithm in NER studies. However, the 
NERC tools should be selected appropriately and 
compatible with the language of the studies because 
the different language has different morphology, 
which could affect the performance of information 
extraction. Other than that, having a large test 
collection will give the best and accurate result. 

 
Named entity recognition is a field that is very 

popular among researchers and data scientists. This 
approach is very much beneficial for handling big 
data. Thus, this paper is expected to assist the 
researchers to raise some awareness on the important 
of the current state of the art and certain limitations 
during the development of NERC systems. It would 
allow other researchers to gain insight into the 
problem encountered in order to analyze and extract 
hidden features from the Malay documents.  
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