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ABSTRACT 

 
Machine Learning (ML) has been a remarkable success in the last few years, Sequential -Decision Making tasks 
are a main topic in ML, these are tasks based on deciding, the sequence of actions from experience carry out in an 
environment that is uncertain to achieve goals. these tasks cover so many ranges of applications such as healthcare, 
robotic, finance and many more. The design and extracting of features in ML were done based on defining (hand 
-crafting features), which is a weak point for this model. Due to ML problem as well as advances in computer 
hardware Machine Deep Learning (DL) has entered the field of image processing. In fact, DL is a type of Function 
approximator. To solve ML tasks Function approximator is required and this idea is core of ML. There are many 
type of Function approximator such as, linear models, gaussian process, support vector machine and decision tree. 
In this paper, considering the importance of segmenting in medical images, we will review works that have utilized 
DL methods, as well as our focus is based on Echocardiography Image Segmentation.  

Keywords: Machine Learning, Deep Learning, Medical Image Segmentation, Echocardiography. 
 
1. INTRODUCTION 
 

Basically, machine learning methods can be 
grouped into three categories: Supervised Learning, 
Unsupervised Learning and Reinforcement Learning. 
Until in 1960s, there was confusion about the two 
modes of reinforcement learning and supervised 
learning, at this time, Sutton and Barto [1] came up 
with solutions. To concisely define the Supervised 
Method, the data need to be trained to becomes feature 
vectors, each data need to be labelled by an external 
supervisor and based on ML algorithms, generate the 
predictive model, For example in the neural structure, 
this model is generated in the Neural Network (NN) 
weights, the model, based on new data samples that 
do not have labels, should find the appropriate label 
for them, In Supervise Learning, model discovery is 
based on the natural structure of training data so that 
new data should fit into appropriate clusters and the 

training data in this model is not labelled. 
Reinforcement learning is the process in which the 
agent is used. 
 This process operates based on trial and error with the 
environment and the agent receives signals from the 
environment that are rewarded or punished that are 
commensurate with the agent's performance. (Figure 
1). 
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Figure 1- Shows here the flow of (A) Supervised 
Learning. (B) Unsupervised Learning and (C) 

Reinforcement Learning. 
 
From the year 2000 onwards, with the advancement 
of computer hardware, deep learning has entered the 
field of image processing and has achieved excellent 
results [2]. One of the important aspects of DL is the 
use of Neural Networks (NNs) which can find 
compact representation in high dimensional data. In 
this case, the problem of manual features in ML will 
disappear [3- 4]. In fact, Deep Neural Networks 
(DNNs) consists of multiple layers of neurons or 
perceptron that are connected in an inter-layer 
fashion [5].  Learning of Machine in highly complex 
mathematical models can be demonstrated by deep 

learning framework that can be used to perform 
accurate analysis of data. 
In this paper, we do not separate the use of DNNs in 
unsupervised learning, supervised learning, or 
reinforcement learning so they are concerned with 
the overall context. It is important to note that the 
key concepts of DNNs are better understood in 
supervised learning settings. The same ideas are 
easily applicable in unsupervised learning. But the 
important point is that in many literature reviews, 
such as [2 -19, 24], there are no any issues about 
Deep Reinforcement Learning (DRL) in segmenting 
of medical images, and this is an important challenge 
for future work. It should be noted that by combining 
deep learning and reinforcement learning, deep 
reinforcement learning has emerged [3]. 
According to opinion of World Health Organization 
(WHO), cardiovascular disease is the leading cause 
of death in the world, with approximately eighteen 
million people dying from cardiovascular disease in 
the year 2016[6]. That number is increasing every 
year. This could be a reason for increased research 
in this area, and the number of articles on the use of 
deep learning in this area is increasing. Techniques 
such as Magnetic Resonance Imaging (MRI), 
Echocardiography (Cardiac Ultrasound) and 
Computed Tomography (CT) are used to diagnose 
and predict cardiovascular disease, each of which 
offers different ways and structures to evaluate 
cardiovascular disease. Because of echo features, 
such as its low cost of the machine, which costs 
about one hundred and two hundred and fifty 
thousand dollars compared to the MRI, which is 
between one and a half to two and a half million 
dollars, as well as easy portability as the first method 
used in the diagnosis and imaging of heart and heart 
disease.  
Image segmentation is a fundamental task as well as 
a challenge on the computer vision, in this work   two 
types of information is need, including, global object 
context and local boundary position. Pixel detection 
of lesions or organs in medical images such as MRI 
or US involves medical image segmentation. This is 
a challenging task that provides us with important 
information about the shapes and sizes of organs. For 
these reasons, in this article we review papers based 
on segmentation using DL in Cardiac Ultrasound 
(US). 
 It is necessary to mention that in 1960s, ML was 
used in medical imaging. [7- 8]. However, DL 
techniques emerged in 1990s in the medical 
imaging, as mentioned in [9- 10- 11- 12, 13]. In this 
review paper, general review of recent DL 
techniques in medical imaging segmentation focuses 
on US has been prepared. There have been many 
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articles on deep learning contributions in medical 
image, such as segmentation, Detection/localization, 
and Registration and Landmark detection, in the 
various organs of the body such as the eye, brain, 
chest, Abdomen, etc. Please refer readers to the [19] 
for reading. 
In search engines like PubMed and Scopus and also 
conference proceedings for ISBI, EMBC and 
MICCAI ,we were looking for articles that included 
keywords like “Deep Learning”, “Machine 
Learning” “Convolutional Neural Networks(CNN)”, 
“Echocardiography or Cardiac Ultrasound” and 
“image segmentation or medical image 
segmentation”. Based on our studies, many articles 
have been published on the application of DL 
methods for segmenting and analyzing medical 
images. [14-15- 16- 17, 18], However, none of these 
studies have systematically focused on segmenting 
US medical images. This paper consists of three 
important sections, in the second section provides a 
brief overview of the structures of DNN most 
commonly used in medical image processing and 
analysis. In the third section, mentioned review 
network training techniques; fourth section is based 
on review articles that have done some work on 
Cardiac Ultrasound image segmentation. In the final 
section, both the challenges and future work will be 
examined. In the reviewed literature, most articles 
focused on the Left Ventricle (LV) and the Left 
Atrium (LA), and this may be because the function 
of the left heart is more important in the diagnosis of 
cardiovascular problems. 
 
2. STRUCTURES OF DEEP NEURAL 

NETWORKS 
 
2.1 Convolutional Neural Networks (CNNs) 

In deep learning techniques, the use of 
CNNs is important in image analysis [20-21]. Such 
networks have been successfully applied to advance 
the state of art on image processing and computer 
vision, such as image segmentation, classification, 
object detection and landmark detection. These 
networks consist of several layers like convolution, 
pooling and fully connected layers and each layer 
performing a specific operation. The CNNs have an 
initial layer as the input layer and this layer is 
directly connected to the input image and the number 
of pixels in the image is equal to the number of 
neurons in the input layer. In convolutional neural 
networks, there are a stack of functional layers as 
well as an output layer. These functional layers are 
responsible for converting inputs into outputs in 
forms such as vectors. These layers are also called 
convolution layers and their aim is to learn weights. 

Each convolution uses filters or kernels that perform 
the convolution operation on the image these filters 
or kernels are of arbitrary size that are based on 
designer , for example, if the input image is two-
dimensional n×n kernel or if it is three-dimensional 
n×n×n kernel followed by batch normalization can 
be used.  
After which the output is passed through a nonlinear 
activation function such as ReLU which is used to 
feature extraction maps from an image.[22] The 
pooling layers reduce redundant properties, which 
improves statistical efficiency and reduced the 
height and width of the activation maps [5]. Fully 
connected layers were used for reducing the 
dimension of properties, which also for finding 
properties of task-relevant for inference [23]. The 
structure of a CNN and the sample used for the 
cardiac MRI image showed in Figure2. 
 
 
 
 
 

 
 
 

 
 
Figure 2- The structure of a CNN [23-24]. 
 
Without major adaptations to the network 
architecture, CNNs for classification of image can 
also be used for segmentation of image [25]. In this 
case, patches can be obtained by dividing the image. 
Then a CNN is trained to predict the central pixel 
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class label for every patch. The problem of inference 
time in this method is obvious and is a weak point 
for it. For each patch individually the network needs 
to be deployed. There is also a great deal of 
redundancy due to overlapping patches in the image. 
Because of this problem aims of CNNs with fully 
connected layers is to estimate the bounding box of 
interested object in an image that called object 
localization. Crop the image is based on this 
bounding box, creating an image preprocessing step 
to reduce segmentation computational cost [26]. 
In the following, the application of CNNs structures 
in segmentation of medical image will be mentioned. 
 
2.2 CNN in 2D and 2.5D  

In this case, segmentation will be 
performed with applying filters that are 2D upon 2D 
input image. In [27] images in the form of 2D based 
on multiple sources of information are moved to a 
CNN input layer, images are in various channels 
such as R, G, B. The purpose of this survey is to 
investigate whether segmentation results would be 
improved if use multi-modality images i.e., breast or 
Brain MRI, and Cardiac CT images as inputs. 
2.5 D methods have lower computational costs than 
3D and the wealthy spatial information of 
neighboring pixels [28- 29, 30]. With the two-
dimensional kernel, 3 orthogonal two-dimensional 
patches are extracted, respectively, in the XY, YZ, 
and XZ. For multitask segmentation in [28] and knee 
cartilage segmentation in [31] this idea applied. 
Learning the 2.5D approaches has the advantage that 
the system works with 2D labeled data, which are 
much more accessible than labeled 3D data and 
hardware fits in with such systems. This approach 
has its disadvantages as well, for example, in [32] 
authors believe that using volumetric medical data 
would not be optimal to use three orthogonal views 
rather than more views in 3D images. The 2.5D 
methods use two-dimensional kernels and are 
limited to such kernels and cannot be used in 3D 
filters. 
 
2.3 CNN in 3D 

3D CNNs is using to derive a stronger 
volumetric representation in all three X and Z axes. 
Depend on the content of surrounding 3D patches 
the central voxel label based on 3D network training 
will be predicted. The structural difference that 3D 
CNNs have with 2D CNNs is that in 3D networks 
applying 3D modules in each section. In [33] first 3d 
models was applied to brain tumor segmentation 
with arbitrary size.in [34] authors using 3D CNN and 
a cut-off threshold function performed brain 
boundary detection. Deep model to extract highly 

informative features is required to segment 
complicated volumetric images of an organ but 
training of these types of networks is considered as 
a significant challenge in 3D models [5]. 
 
2.4 Fully Convolutional Neural Networks (FCNs) 

FCNs [35] which is a special type of CNNs 
with fully connected layer, later was replaced with a 
fully convolutional layer. Structure of encoder and 
decoder designed in FCNs, able to take the input of 
the desired size and produce the output of the same 
size. FCNs have a dense pixel- wise prediction, 
decoder based on given an input image converts the 
input into high level feature representation and 
decoder responsible for interprets maps of feature 
and recovers spatial details back to the image space 
for pixel-wise prediction through a series of 
transposed convolution and convolution operations 
[24]. Figure3. shows the structure of the FCNs.  
 

 
 

Figure 3- The structure of the FCNs [35]. 
 
With Similar modalities as well as identical datasets 
but with application of [36] in [37] have shown that 
the FCN has performed better than the CNN. 
 
2.5 U-Net in 2D and 3D 

One of the most well-known and popular 
type of FCNs that is actually built on the beautiful 
FCN architecture is the U-Net that proposed by 
[38].U-Net engages skip connections between 
different stages of network (encoder and decoder) 
with this structure it can recover spatial context loss 
in the down-sampling path, making more precise 
segmentation and also In this model the network 
depth is increased to nineteen layers [39]. Figure 4. 
shows the structure of the U-Net. 
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Figure 4- The structure of the U-Net [38]. 

 
Many changes were made to the segmentation of 
medical images according to the structure of the U-
Net, and this structure was highly regarded [40- 41, 
42]. Many of State-of-the-art methods have used the 
U-Net structure to medical images segmentation, for 
example in [41] lung segmentation explored in X-ray 
scans whit use of U-Net and their results showed that 
the U-Net is capable of segmenting accurately and at 
high speed. 
In an attempt to reinforce the structure of U-Net 
networks, a 3D model of such networks was 
introduced by [40]. Generate dense volumetric 
segmentation with this model from some 2D 
annotated slices is one of the capabilities of this 
model. Much work has been done on this model, for 
example vascular boundary detection with 3D U-Net 
was proposed by [43]. One of the extractions of the 
U-Net Networks is V-Net that proposed by [44]. And 
given the success of such networks, there were hopes 
for a good and accurate segmentation of the cardiac 
images. 
 
2.6 Recurrent Neural Networks (RNNs) 

Another type of Artificial Neural Networks 
(ANNs) is RNNs used for sequential data such as 
MRI and US. RNNs can enable the network to 
remember and memorize the patterns from the past 
so it can use past knowledge to make decisions. 
Other capability of such networks includes that such 
network from the input slices can extract inter slice 
contexts. By combining RNN and 2D FCN to 
segmentation of cardiac, a network is created that 
can receive information from adjacent slices to 
improve the inter-slice coherence of segmentation 
results [45]. To model long-term memory, two 
architectures of the RNNs family are used, Long 
Short-Term Memory (LSTM) proposed by [46] and 
Gated Recurrent Unit (GRU) proposed by [47]. In 
fact, GRU is an alteration of LSTM. Because of 

standard LSTM network inputs need to be vectorized 
inputs, the spatial information for medical image 
segmentation will be lost. To solve this problem, [48 
,49] proposed a convolutional LSTM network to use 
the convolutional operation instead of the 
multiplication vector.in GRU the memory cells are 
deleted and has been simplified without 
restructuring, and this simplification does not change 
the performance of such networks [50]. 
 
3. TECHNIQUES FOR TRAINING NEURAL 

NETWORKS 
 
       Neural network training prior to reviewing 
its results requires a dataset for training and testing, 
an optimizer, and a loos function for updating model 
parameters. In fact, the network prediction error and 
sending signals in the form of backpropagation that 
are used to optimize and update the network 
parameters, are tasks of this function. Minimizing 
loss function based on finding proper values of the 
networks parameters is goal of network training. 
 
3.1 Deeply Supervised 

In this method, direct observation of the 
hidden layers is performed and then propagated to 
the lower layers. This technique has been used by 
[51], albeit non-medical cases. For medical 
purposes, this technique was used by [52] to 3D-
segment liver in CT. 
 
3.2 Weakly Supervised 
  One of the problems that the supervised 
technique for automatic segmentation of medical 
images face is the need for pixel-level annotation 
that is not available in many cases. And even if this 
annotation exists, it's a very boring and expensive 
[53]. This problem can be solved by the outsource 
labeling services, the same as Amazon MTurk did, 
though not related to medical images. Another 
solution implemented by [54], is the use of labeled 
image data, which indicates the presence or absence 
of a pattern. 
 
3.3 Transfer Learning 
  If a system, for a novel task, recognizes and 
uses the knowledge learned from the previous 
source, it will be called transfer learning [55]. 
Transfer learning can be used in general as well as 
medical images in form of fine tuning a network pre-
trained [56]. This technique has been shown to work 
better if the target network tasks and the source 
network tasks are the same and similar [57]. It is 
important to note that due to the different appearance 
and size of different organs in medical images, the 
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transfer learning in models that are highly variable 
may not change the segmentation result [2]. 
 
3.4 Common Loss Functions 
  Many Loss Functions are used for neural 
network training, which is mentioned in this section, 
which are used for tasks such as regression, 
classification and segmentation. 
A simple loss function in regression tasks such as 
Landmark Detection, Heart Localization, and Image 
Reconstruction is the use of Mean Squared Error 
(MSE) as follows (Formulae 1): 

𝐿ெௌா ൌ
ଵ

௡
∑ ሺ𝑦௜ െ 𝑦పෝሻ௡

௜ୀଵ
2       (1)      

 

𝑦௜ And 𝑦పෝ  represent vector of target values and vector 
of the predicted values, respectively, and also the 
samples of data is displayed with 𝑛. 
For functions such as classification and 
segmentation of images, Cross-Entropy (CE) Loss 
Function can be used as follows (Formulae 2): 

𝐿஼ா ൌ െ
ଵ

௡
∑ ∑ 𝑦௜

௖ logሺ𝑝௜
௖ሻ஼

௖ୀଵ       ሺ2ሻ௡
௜ୀଵ             

 
For segmentation this loss function summarizes the 
pixel-wise probability errors between the predicted 
probabilistic output p and its corresponding target 
segmentation map y for each class c, number of all 
classes demonstrated with c [24].[58] Offers a Los 
Function that is used only for object segmentation 
that called Soft-Dice loss function as follows 
(Formulae 3): 

𝐿஽௜௖௘ ൌ 1 െ
ଶ ∑ ∑ ௬೔

೎௣೔
೎಴

೎సభ
೙
೔సభ

∑ ∑ ൫௬೔
೎ା௣೔

೎൯಴
೎సభ

೙
೔సభ

          (3) 

 
In this loss function, penalizes the mismatch 
between a predicted segmentation map and its target 
map at pixel-level [24].  
 
4. SEGMENTATION OF 

ECHOCARDIOGRAPHY IMAGES 
 

        This section deals with the segmentation of 
Echocardiography images, most work has been done 
on the LA and LV. 
Voxel-wise tissue classification because of the 
nature and quality of the US imaging is very 
challenging. To solve this problem in [59-60- 61- 62- 
63- 64, 65], on 2D images of the LV, the DL 
technique is combined with deformable model. As 
mentioned before, the features are extracted using 
trained DNNs which are much more accurate than 
handcrafted features. Applied DL in a two-stage 
pipeline increases robustness of segmentation 
framework and also reduces the search region of the 
segmentation, this was done by [60, 61] on the left 
ventricle in apical long axis echocardiograms. Given 

that the data recorded in the Cardiac ultrasound are 
timed and sequential, several approaches aim to 
leverage the connection between temporally close 
frames to improve the accuracy and robustness of the 
LV segmentation. In [61, 62] based on a Sequential 
Monte Carlo (SMC) proposed a dynamic method, 
that with using pervious cardiac phases, current 
cardiac phase will be done. The results are better 
than the work done in [59]. In By combining LSTM, 
U-Net and inter-frame optical flow to employ 
multiple frames for segmenting one target frame 
showed that this method was more accurate [66]. 
One of the challenges that will address in the next 
section is the lack of training data in deep learning. 
One of the methods used to increase the number of 
training data is proposed by [67, 68]. In fact, they use 
algorithms that do not work as deep learning to 
generate labels of unlabeled data. Another work that 
has been done in this field is by [69], with using a 
Kalman filtering based method and the images 
annotated with this filter they have trained a U-Net. 
Tasks of segmenting US images are not limited to 
the use of labelled data. For example, a CNN 
network trained in [70] using a data set that is 
partially labelled. Also enables training on both the 
labelled and unlabeled images with a semi- 
supervised framework proposed by [71]. 
Segmenting 3D US images is much more difficult 
and challenging than 2D images. The reason is that 
3D networks have more parameters than 2D 
networks, so 3D networks for optimization have 
complex computations, and due to the lack of 3D  
training data set they may encounter with Over-
Fitting. The Over-Fitting problem is explained in the 
next section. One solution to reduce computational 
costs in 3D data is coarse 2D segmentation maps 
[72], with this solution, avoided direct processing on 
3D data. For example, in [73] a two-stage method 
based on the coarse 2D segmentation maps solution 
is proposed.in this work first applying a 2D CNN to 
produce coarse segmentation maps on 2D slices 
from a 3D volume. Other work done to segment the 
left ventricle and the left atrium include [74- 75, 76]. 
In [74] view classification, LA and LV segmentation 
and detection of cardiovascular diseases 
demonstrated based on CNNs applicability. By 
combining the three methods of marginal space 
learning (MSL), deep neural networks (DNNs) and 
active shape model (ASM) to segment the aortic 
valve in 3D cardiac ultrasound volumes in [77], The 
authors show that they have achieved better results 
than [78]. 
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5. CHALLENGES IN DEEP MODELS 
 
5.1 Overfitting 

If a model obtains the regularities and 
patterns in the training data with greater accuracy 
than unprocessed instances of the problem, 
overfitting has occurred [79]. In fact, the small 
number training data causes this problem. Any 
solution used to increase the amount of training data 
is helpful to solve this problem. Examples of 
solutions to reduce this problem are, weight 
initialization [80], Dropout [81], Transfer Learning 
and Ensemble learning [82]. A public dataset for 2D 
US were made available in the year 2019 with name 
of CAMUS and reference of [76].  
 
5.2 Organ Appearance 

Another major challenge in segmenting medical 
images is the heterogeneous appearance of the 
organs being examined, in fact, segmentation of such 
organs is an important challenge as body parts 
appear in different shapes and sizes in different 
patients. It is also important to note that this is a very 
difficult task in US because of moving the Heart. 
Increasing the depth of network is reported as an 
effective solution [83]. 
 
6. FUTURE WORK AND CONCLUSION 

 
      Segmenting medical images with deep learning 
methods is expanding.in this field many DL methods 
use Supervised or Unsupervised learning methods. 
As a result, very little work has been done on the 
processing of medical images based on RL. For 
example, by [84], in the heart and brain, based on 
DRL method, Landmark Detection is done. 
However, DRL has not been done in medical images 
segmentation, especially in US. A challenging task 
can be posed by the question: How can we simulate 
a physician's performance in US image segmentation 
using one or more agents that are based on DRL? In 
fact, what is the use of agents to simulate when a 
doctor picks up a pen to segment different parts of 
the heart? This is exactly what we are looking for. 
As mentioned above, by combining deep learning 
and reinforcement learning, deep reinforcement 
learning has emerged, reinforcement learning 
algorithms work on a single agent, and the 
environment of such algorithms is formulated as a 
Markov Decision Process [3]. To increase one agent 
to several, it needs a combination of DRL and Multi-
agent methods. The combination of these creates a 
new context called Multi-agent Deep Reinforcement 
Learning (MADRL). For further study in this field, 
two review papers are presented in [3, 85]. 

In this review paper, we provided an overview of DL 
techniques used in US images segmentation.   And 
also challenges of using DL techniques and 
exploring the types of DNNs used in medical Images 
segmentation was examined. 
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