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ABSTRACT

This research paper discusses computer solutions in the field of detecting and analyzing Internet texts containing suicidal and depressive content in social networks. Experience in the analysis and detection of suicidal messages, self-harming nature, accumulated by research teams in different countries, provides an opportunity to assess progress in this area and the difficulties that must be taken into account when developing solutions for the local Internet content.
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1. INTRODUCTION

Social networks play a significant role in the lives of modern people. Research on the content of pages in social networks of people with a specific community, its impact on others is of great interest. This work is devoted to the search for the main identifiers of participants in the Vkontakte network who committed suicide, highlighting their digital footprint and identifying markers of suicidal motivation in it.

According to data provided by the world health organization, more than eight hundred thousand people die annually due to suicide, i.e. every 40 seconds a suicide is committed, while according to available data, only 30% of those who committed suicide previously reported their intentions [1]. Therefore, there is an objective need to develop methods aimed at identifying individuals who are prone to suicidal behavior and preventing suicide. The most valuable diagnostic tool that allows you to identify the features of the personality's psyche, including its propensity to suicidal behavior, is the analysis of its speech production, including at the formal-grammatical level, which is beyond the control of consciousness.

The widespread use of social media can make it possible to reduce the number of undiagnosed mental illnesses. A growing number of studies have focused on mental health in the context of social media, linking social media use and behavioral patterns to stress, anxiety, depression, suicidality, and other mental illnesses. The largest number of studies of this kind is devoted to depression. Depression is still underestimated, with about half of cases detected by primary care physicians [2] and only 13-49% receiving minimally adequate treatment [3].

Automated social network analysis potentially provides methods for early detection. If an automated process can detect increased rates of depression in a user, that person may be targeted for a more thorough assessment and provided with additional resources, support, and treatment. Research to date has either studied how the use of social media sites correlates with mental illness in users [4], or attempted to identify mental illness by analyzing user-generated content.

The necessary information was extracted from the Vkontakte social network [5]. Analysis of the data published on this page of the social network allowed us to build a dependency. 30,000 data were received. Then, using machine learning algorithms, we start classifying texts into suicidal and non-suicidal.
2. LITERATURE REVIEW

The study of social networks is becoming more and more relevant every year due to the growing need to ensure the safety of the population and monitor public attitudes. Basically, the purpose of most research is to identify implicit relationships between user groups, as well as their behavior. At the same time, it is important to analyze the individual data set of each user, including information about their interactions, the content generated by this user, as well as information about interaction with the content of other users. Based on the results of the analysis of this data set, it is possible to draw conclusions about the user's personality, character and mores [6], which contributes to the assessment of the situation in the self-organization of society and its individual groups.

A few years ago, such analysis was very difficult to implement, because computer computing power was much lower. SEI hour, using modern technologies and tools, you can independently analyze the open data of users of social networks.

According to social research data [7] more than 2 billion people worldwide are active users of blogs and social networks. All these people leave a huge number of messages every day, reflecting the positions of citizens from different countries and different strata of society. Analysis of such content can help assess changes in the attitudes of many users and can be used in political and social research, including research on consumer preferences. Most often, to solve such problems, they resort to analyzing the tone of text messages.

Processing texts manually in order to extract useful information requires too much time and human resources. In most cases, so many are given that this makes the task impossible. To solve this problem, there are various automatic methods for analyzing text in natural languages, including automatic analysis of the tonality of texts.

Sentiment analysis is a class of content analysis methods in computational linguistics designed for automated detection of emotionally colored vocabulary in texts and emotional evaluation of the text in relation to the objects in question in the text. The main task of analyzing the tonality of texts is to extract emotional color from the texts. Emotional color can be defined as "positive", "negative", or it can take values from a certain range, for example, from 0 to N. More and more research is being conducted in this area, and there are currently many different approaches that are already being used to solve a large number of practical problems.

Modern methods used for automatic sentiment analysis can be divided into several large groups: methods based on rules and dictionaries [9-12], methods using machine learning [13-16], and hybrid methods where lexical resources (tonal dictionaries) are combined with machine learning techniques [17].

2.1 Rule and dictionary based method

Using this method, tonal dictionaries and rules are compiled using linguistic analysis, which are used to search for emotive vocabulary. Further, the set of negative emotive vocabulary is evaluated on a scale containing the number of negative and positive vocabulary.

The following algorithm is usually used:

- assign each word in the text a key value from the dictionary (if it is present in it);
- calculate the overall tonality of an entire text by summing the tonality of individual words.

The disadvantages of this method is a significant amount of labor, because it requires the creation of a large number of rules.

2.2 Social Network Analysis

Social networks involve an increasing number of participants in their infrastructure. The virtualization of society is in an active stage and the use of the Internet has become widespread, which makes it possible to talk about the total intervention of virtual reality in the life of humanity. Society is moving to a new socio-economic formation, as indicated by the development of the information space, one of the components of which is the virtual space of the global Internet. In the context of globalization of all spheres of activity, it is possible
to identify changes occurring in the psychological state of Internet users.

Each person has distinctive features of behavior in social networks, and the behavior can be deviant, triggering the mechanism of anti-social behavior of the user.

The expression of negative emotions is not a serious problem in most cases, but regular or unexpected publication of posts, including emojis or hashtags that contain content of aggression, cruelty or irritation, may indicate the presence of psychological problems.

The time of publication may also indicate some deviations. Publications late at night or early in the morning, in some cases, are signs of insomnia, which is often a consequence of depression or other mental problems. Unusually late or early activity in social networks is not always a worrying sign in itself, but in combination with other indicators, it can be used for a detailed analysis [18].

2.3 Supervised Learning

Not only social networks, but also virtual reality and machine learning are used to identify signs that indicate the manifestation of deformity. Scientific approaches offer unexpected opportunities to identify interrelated social, psychological, biological and cultural factors that affect the change in the psychological state of an individual. Experiments using virtual reality and artificial intelligence identify those who are most at risk, and make it possible to predict who is most susceptible to deviant behavior. Together, they represent the best prevention in the future [19].

Supervised Machine Learning is the most common method. Its essence is to build a model on a collection of pre-marked texts, and then use it to analyze new documents.

This method is based on the creation of a machine classifier, which at the first stages is trained on pre-marked texts, and then, using this knowledge, builds a model for analyzing new documents. The short algorithm of the method is as follows:

- first, a collection of documents is collected, on the basis of which the machine classifier is trained;
- each document is laid out as a vector of features (aspects) for which it will be studied;
- specify the correct tone type for each document;
- selects the classification algorithm and method for training the classifier;
- the resulting model is used to determine the tone of documents in the new collection.

I would like to note that modern society is increasingly using virtual space to expand opportunities and prospects in all spheres of life. It should also be noted that there is a transfer of reality to the virtual space. When conducting a detailed analysis of changes in personal qualities using the proposed methods of social network analysis, as well as the use of machine learning methods, conclusions can be drawn about the following individual psychological characteristics: determining the level of stress, awareness and management of their own emotional States.

As a disadvantage of the method of teaching with a teacher, the need for a sufficiently large amount of data for training can be identified, but in the future, the model obtained from this data will allow automatic analysis of new texts.

In the article [20], the main approach is to use such classifiers as the naive Bayesian classifier, the support vector machine (SVM) method, and MaxEntropy. This allows you to achieve accuracy of up to 82.9% in determining the emotional color of documents belonging to a specific subject area. In [21], we showed a strong dependence of the accuracy of tonality classification on the topics of the training and test collection. Data sets from various subject areas were used to evaluate the model: news articles on various topics and movie reviews. The results of testing a model obtained on a training set from a different subject area are much worse than on a test set of the same subject.

2.4 Unsupervised Learning

Using machine learning methods without a teacher does not require pre-marked texts, but this approach is significantly less accurate than machine learning with a teacher.

The author [22] carried out classification using the average value of semantic orientation of phrases that contain adjectives and adverbs. Finding the meaning of semantic orientation was based on calculating the mutual information [23] of phrases with the words "excellent" and "poor". Statistics obtained by the search engine were used to calculate the mutual information. Reviews of
restaurants, laptops, and hotels were used as data sets. The average classification accuracy in this paper is about 74%.

Thus, we can conclude that this problem is very relevant and there are many approaches to solve it. However, each method has its own characteristics that must be taken into account when used in solving real practical problems.

2.5 Related Works

[24] was also based on Instagram material, but unlike the previous One, it looked at messages that involved direct self-harm and were provided with corresponding German hashtags. The choice of material was due, on the one hand, to the fact that Germany occupies one of the first places in terms of non-suicidal self-harming among young people, on the other hand, to the authors' desire to focus on one national segment of the Internet (English hashtags are used by residents of many countries) The starting point of the analysis was photos published by users for 4 weeks in April 2016, which openly depicted such damage. The number of such photos was 2,826 in 1,154 accounts. The content of photos, comments to them, and hashtags were studied. Most of these photos showed cuts on the hands and feet, which were classified by experts as minor or moderate injuries.

The step-by-step method of material selection used by the authors is noteworthy. At first, they uploaded messages from open Instagram profiles within 48 hours with a single hashtag, which is reportedly the most popular for non-suicidal self-harming content in Germany [25]. 1,135 images were obtained. In the second stage, 30 hashtags were identified that were used for these images at least twice, and photos tagged with these hashtags were uploaded within 72 hours. The number of uploaded photos was 5,588. Then two independent experts determined whether these photos were relevant for the purpose of the study, that is, whether they contained a direct image of a wound or scar (other people's photos copied from known sources were not included in the review). In the resulting sample, there were 293 photos, based on which the next stage of refining the list of hashtags was carried out. Hashtags that marked at least 5% of relevant photos were used for the final upload of the material. Then, for 4 weeks, photos with these hashtags were uploaded from Instagram every hour, which eventually amounted to 32,182 photos from 6,721 accounts. This number is particularly impressive given that 10 out of 16 hashtags used receive an automatic warning, in accordance with Instagram's moderation policy. However, an expert assessment of these photos revealed that only 2,826 (8.8%) of them were relevant, published in 1,154 accounts. This result is interesting in itself, as it demonstrates that self-harming hashtags in a message are rarely accompanied by a direct image of damage.

In recent years, studies using these software tools have analyzed the texts of diaries, letters (including those published on the Internet) and lifetime interviews of people who have committed suicide [26], a review of this kind of work is presented in D. Lester [27].

The task of developing a mathematical model that would predict the probability of suicidal behavior based on the analysis of speech production is set in the Durkheim Project funded by the us Department of defense [28], the material of which is the texts, including Internet communications, of war veterans, some of whom subsequently committed suicide [29]. Based on the developed models, the researchers plan to further identify individuals with an increased risk of suicidal behavior online based on the analysis of their language features of their texts. Currently, the mathematical model developed by the authors of the project, based on machine learning methods, takes into account only the frequency of individual full-meaning words and phrases (the accuracy of classifying the author of the text as suicidal/non-suicidal was 65 %) [30]. Formal grammatical parameters of the text that are not controlled by the author's consciousness were not analyzed, while the informativeness of such parameters for diagnosing various personality parameters (gender, age, psychological characteristics, etc.) was proved in numerous studies ([31]).

In the work of [32], a model was proposed that automatically predicts the suicidal tendency of a message, created and trained on the basis of data collected in the Twitter network. From an array of 14,701 tweets found for suicide-related keywords, 2,000 tweets were randomly selected for experts who classified them as "causing serious concern", i.e. containing a serious and open expression of intent to commit suicide (14%); "possibly worthy of concern" was the default category that included tweets that did not contain signs of the other two (56%); "safe enough to ignore" (29%). The consensus of experts' opinions was 76%. 
The model was assigned the task of automatically detecting messages that "cause great concern". A total of 1,820 tweets were used for machine learning and model testing, divided into two sets: set A – 829 tweets (746 for training, 83 for testing) and set B=991 (891 and 100, respectively). The model correctly identified 80% of messages that "cause severe anxiety", which is significantly better than the results of the model [33] created on the material My Space, and achieved only 14% accuracy in determining suicide risk from blog texts. It is also important that the machine has reached the same level of accuracy as the results of manual analysis.

1. Word processing included the following stages:
   2. Lemmatization.
   3. Converting words to vectors.
   4. Calculation of tf-idf coefficients that take into account the information content of a word based on its frequency.

The authors conducted tests and calculated the accuracy (precision), the completeness (recall) and F1-measure for each combination. All these measures are important for evaluating the quality of the model. High accuracy means that the model is rarely wrong when it claims that fasting is suicidal. In turn, the high completeness indicates that the model does not miss enough "disturbing" posts. Thus, the model may have high accuracy but low completeness (an uncertain model), or high completeness and low accuracy (an overly confident model). The first case is good when we need to block posts automatically, and we don't want to block "good" posts. The second case is good if a secondary review ( moderation) is planned later. The authors were not able to achieve high accuracy and completeness at the same time, but the results obtained can be used as a basis for a better algorithm.

3. TOOLS

To solve this problem, we used the following technologies: Python, SciPy, Pandas, VK API [34] and machine learning algorithms. The extraction of the necessary information from the social network was carried out using the VK API.

The API — application programming interface) is an intermediary between the application developer and any environment that the application should interact with. The API simplifies code creation by providing a set of ready-made classes, functions, or structures for working with existing data. The VK API is an interface that allows you to get information from a database vk.com using http requests to a special server. You don't need to know in detail how the database is organized, what tables and fields of what types it consists of — just that the API request "knows"about it. The syntax of queries and the type of data they return are strictly defined on the service side. For more information about API features, see the official documentation [35].

3.1 Machine Learning Techniques

Automated social network analysis is performed by building predictive models that use "features" or variables extracted from social network data. For example, commonly used functions include user language encoded as the frequency of each word, message time, and other variables. Then the objects are considered as independent variables in the algorithm (for example, linear regression [36] with built-in variable selection [37] or support vector machines (SVM)) [38-40] to predict the dependent variable of the result of interest (for example, the mental health of users). Predictive models are trained using an algorithm on a part of the data (the training set) and then evaluated on another part (the test set) to avoid over — matching—a process called cross-validation. The forecast results are then presented as one of several possible indicators.

4. MATERIALS AND METHODS

4.1 Data Collection

To build classifiers and compare them, we used data obtained from the Vkontakte microblogging platform. This platform was chosen due to its great popularity among young people in Kazakhstan, convenient tools for obtaining information, as well as its importance for sociological research.

Vkontakte Social Network offers a public API that allows you to programmatically collect posts as they appear, filtering by certain criteria. The VK API was used to monitor Vkontakte for any of the following words or phrases that are consistent with the popular language of suicidal thoughts:
"suicide; suicide; commit suicide; my suicide note; my suicide letter; end my life; never Wake up; can't go on; not worth living; ready to jump; sleep forever; want to die; be dead; better without me; better die; suicide plan; suicide Pact; tired of living; don't want to be here; die alone; fall asleep forever."

When a post corresponding to any of the above terms was identified by this tool, it was saved in this tool along with the Vkontakte profile name.

To collect data in the social network, Telegram Bat was developed, which collects posts published in real time, based on keywords found from the previous topic.

This bot collects all the data it finds in a special file that stores the text of the post, the link to the post, the link to the author of the post.

The bot works around the clock, which allows you to find posts regardless of the time zone of someone who wants to publish a post that contains the keyword that was entered.

The bot uses two technologies simultaneously: the Telegram API and the Vkontakte API. Based on the Streaming API (VK Analytics API), 1% of the published information is sent to the bot (see the documentation for the Streaming API [41]) in the Vkontakte social network at the time of publication, the bot sends the information to the developer, simultaneously saving it.

Performance was measured using F-score for the positive minority class. Due to the asymmetry of the data, indicators such as accuracy, will contribute to a negative classification. F-score with standard $\beta=1$ was used to provide a harmonic mean between accuracy and recall. For our tasks, both are expected to have the same importance: find what needs to be found, but don't flood the user with false positives. In cases where the recall is of particular significance (for example, for cascading classifiers), we also discuss F-scores with $\beta=2$, so that the recall has twice the accuracy weight in the Fscore calculation.

4.1 Description of Collected Data

Before classifying information as suicidal or depressive, it is necessary to define the criteria of "danger". One of the solutions is the definition of a set of keywords. It is a method of determining the types of information and is applied in the developed software package. For the definition a set of keywords was compiled, which was used to analyze information on the social network VKontakte. The software package based on the presence or absence of the specified keywords in the text concludes that the text is suitable for further research.

The implementation of obtaining information may vary depending on the source of information, but maintain the general principle of its construction. The main purpose of the part of the software responsible for obtaining information from open sources is to perform actions quickly and efficiently. To achieve maximum performance, you must use the built-in methods for obtaining information from sources (API), if any. If there are no such methods, then it is necessary to obtain and extract the necessary information from HTTP requests.

There are three separate modules of the software package:

1. Information collection module - is responsible for receiving information from open sources and transmitting it for further processing;

2. Keyword search module - is responsible for finding keywords in a large amount of information;

3. Document ranking module - is responsible for determining whether the information is dangerous.

We collected 35,000 messages in Russian for people diagnosed with depression at various levels: severe, chronic, manic, persistent depressive disorder, and so on. We also used about 50,000 personal posts from social networks with negative attitudes on various topics to create a homogeneous
text base, divided into a training base for learning algorithms and test bases for evaluating the performance of algorithms. Training and testing dataset divided by 74.5% to 24.5% as illustrated in Figure 1 [42].

The data differs significantly from the usual texts used in classification tasks. To write tweets, users use informal speech, which may include mentions of other users, links, hashtags, and emoticons.

To improve the quality of classification and reduce the dimension of the feature vector, the following actions were performed:

- Delete stop words.
- Replacing all hyperlinks with ‘LINK’, and all user references with 'USERNAME'.
- Removing punctuation marks.
- Removing special characters, emoticons, and emojis.
- Deleting hashtags.
- All uppercase letters are reduced to lowercase.

The corps consisting of automatically placed posts was divided into two parts. 80% was used for training, 20% for testing. Then the quality of classification was evaluated on the same data set.

Figure 2-7 illustrates characteristics of collected data. Figure 2 demonstrates distribution of text length in the collected dataset.

Figure 3 illustrates age distribution of suicidal post authors.

![Distribution of text length](image)

*Figure 2: Distribution of text length*

Figure 3 illustrates age distribution of suicidal post authors.
Figure 3: Age distribution

Figure 4 illustrates top unigrams before removing stop words.

Figure 4: Top unigrams before removing stop words

Figure 5 illustrates top unigrams after removing stop words.

Figure 5: Top unigrams after removing stop words
Figure 5: Top unigrams after removing stop words

Figure 6 shows top bigrams before removing stop words.

Figure 6: Top bigrams before removing stop words

Figure 7 shows distribution of top bigrams after removing stop words.

Figure 7: Distribution of top bigrams after removing stop words
Figure 7: Top bigrams after removing stop words

Figure 8 illustrates the distribution of post length by each label.

Figure 8: Distribution of post length
4. RESULTS AND DISCUSSION

First, all texts were lemmatized — the process of deleting only endings and returning the base or vocabulary form of a word, which is known as a lemma. For the lemmatization of words in the context of the Russian language, the lemmatizer “MyStem” from Yandex was used, since it demonstrated excellent results. Subsequently, the nltk library for stop words was used to remove the stop word, hence reducing potential noise in the data. Numbers, special characters, not Cyrillic letters have also been deleted.

Secondly, the pre-processed texts were vectorized — the process of representing texts in a vector space for arithmetic operations on the entire data structure. Vector view saves time. For vectorization of texts, the TF-IDF and Word2Vec models were used.

TF-IDF stands for Term Frequency-Inverse Document Frequency, which basically indicates the importance of a word in a package or data set. TF-IDF contains two concepts: term frequency (TF) and reverse document frequency (IDF)

Word2vec is a deep learning technique with a two-layer neural network. Google Word2vec takes data from big data and converts it into vector space. Word2vec basically puts a word into feature space in such a way that their location is determined by their meaning, that is, words that have a similar meaning are grouped together, and the distance between two words also has the same meaning.

To assess the quality of classification, we used such characteristics as: precision, recall [43] and F1 score [44]. Precision shows the percentage of objects in the class that they actually belong to. Completeness (recall) shows how much of the objects belonging to the class were allocated during classification. They can be calculated using the following formulas:

\[
\text{Precision} = \frac{TP}{TP + FP}
\]

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

Accuracy and completeness do not depend on the ratio of class sizes. Even if there are orders of magnitude fewer objects of one class than objects of another class, these indicators will correctly reflect the quality of the algorithm.

F1-measure-harmonic mean of accuracy and completeness:

\[
F = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

This indicator can be used as a quality criterion based on accuracy and completeness.

Table 1. Supervised learning algorithm for suicidal ideation detection

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy, %</th>
<th>Precision, %</th>
<th>Recall, %</th>
<th>F1 score, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient Boosting word2vec</td>
<td>90</td>
<td>91</td>
<td>91</td>
<td>91</td>
</tr>
<tr>
<td>Random Forest with word2vec</td>
<td>89</td>
<td>91</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>Gradient Boosting with tf-idf</td>
<td>95</td>
<td>96</td>
<td>95</td>
<td>95</td>
</tr>
<tr>
<td>Random Forest with tf-idf</td>
<td>96</td>
<td>96</td>
<td>96</td>
<td>96</td>
</tr>
</tbody>
</table>

Table 1 confirm that Gradient Boosting with tf-idf and Random Forest with tf-idf are the best classifiers for the given problem. The best supervised learning algorithm for suicidal ideation detection is Random Forest with tf-idf with 96% accuracy.
for classification problem at various thresholds settings.

The “steepness” of ROC curves is also important, since it is ideal to maximize the true positive rate while minimizing the false positive rate.

Figure 9 shows the ROC curve of different train and test datasets, created from K-fold cross-validation. Taking all of these curves, it is possible to calculate the mean area under curve, and see the variance of the curve when the training set is split into different subsets. This roughly shows how the classifier output is affected by changes in the training data, and how different the splits generated by K-fold cross-validation are from one another.

According to the graph, we see a stable result and we can be sure that the algorithm is well-trained to identify depressive posts.

Figure 9: ROC curves with cross-validation

Children and teenagers now reflect their psychological state in social networks in the form of images, posts, and groups that they subscribe to. This is sufficient and even excessive to determine the psychological state of the child. With the help of one post, the psychologist can determine about 40 parameters of the child's psychological state. It is very important to note that only information that is publicly available is used. We see only what man has allowed everyone to see. We do not violate the Constitution or the boundaries of personal territory. Technologically, it is not possible to take information from closed accounts. Ethical standards are not violated.

Since the Internet is dynamic, accessible and, in fact, controlled by its users, and can also be an effective tool for intervention in the psychological state of a person, researchers agree that it is necessary to actively develop the possibilities of this intervention in a positive way. For example, interactive forums created by medical professionals can be a way to inform and support young people in order to minimize the risk of suicide and self-harm among them.
CONCLUSION

The spread of social networks in the world is increasing, which means that more and more people will be available to participate in research through social networks.

In this paper, we implemented different algorithms of supervised and unsupervised learning methods. We obtained f1-score more than 90% and ROC-area 0.98 with Random Forest with tf-idf vectorization model. By comparing with our previously built algorithm we increased prediction by almost 20%. We also tested how unsupervised model will perform on that dataset and it surprisingly showed great results.

There are several interesting directions of future work. One of them is to implement deep learning models with PyTorch framework. An alerting system will be built for the government to monitor emotional state of a person to prevent possible suicide attempts or any self-inflicting injuries.

We raised a very foundational research question about determining the depressive posts in social media and concerned about anonymity of the data, especially when the topic is sensitive and ambiguous. We controlled parameters of training algorithms, validated it with ROC curve, and visualized results in 2D space. In addition, we made it open-source project, for future commits and changes.

In this regard we have achieved our initial goal. In the next phase of our research, we are going to apply audio, video and text analysis to identify depressed and suicidal people on the social network. We are also going to publish collected data from social media with suicidal, depressive and neutral messages that contain suicidal keywords in a data paper as a data for machine learning purpose to identify suicidal and depressive posts in social networks.
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