A PROPOSED TECHNIQUE FOR DETECTING VIDEO STEGANOGRAPHY
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ABSTRACT

In this paper, we propose the method of detecting video steganography based on the blind spot. Accordingly, our method will use the calibration method to pre-process image frames and the SVM supervised learning algorithm to classify images containing information. The difference between our research and the traditional methods are in two factors: i) for the calibration method, we use the correlation technique between space and time factors to calibrate in order to seek the frames that are most similar to the original ones; ii) For the feature extraction method, we use DCT and Markov techniques to extract the features of the frames that are calibrated and the original frames. The experimental results of the method (in section 4) demonstrate that our proposed technique is more effective than traditional approaches.
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1. INTRODUCTION

1.1. Introduction to Video Steganography Technique

Video steganography techniques are being researched and developed increasingly. This can be explained by the diversity of the video that other media don't have. Changes in the video are difficult to detect with the naked eye because frames are displayed on the screen in a very short amount of time. Moreover, video files have a larger capacity than audio or video, so the use of video steganography solves the data capacity problem. Video has many formats, encoders, and decoders, so the applicability of video in steganography is huge. According to statistics from the documents [1], [2], there are many different steganography methods such as Steganography in coefficients domain, Steganography in bit plane, Steganography into context change, Steganography on energy difference coefficients, Steganography in standard H.264, H.265 video. Video steganography techniques can also be classified based on whether this technique applies in the compressed video or the raw video (uncompressed video), or based on steganography domain as space domain or frequency domain. Because video is a file that includes images and audios, the steganography techniques in images and audio can be applied to video.

1.2. The Problem of Detecting Video Steganography

As mentioned above, video steganography techniques are essentially applying and optimizing image steganography techniques for video. Therefore, to detect video steganography, all methods detect steganography in on some or entire
frames of video in order to make a final conclusion about whether the video is stego (means that the video contains hidden or secret information) or not. However, directly applying image steganography detection techniques for video encounters two main problems: i) The algorithms or methods of image steganography detection are not really optimal when deployed directly on video; ii) Deciding whether the video is stego or not is based on the decision about steganography in each frame of video. Recent studies indicate that classifying video into stego or normal depends on the design of each steganography method [3]. Method [4] applies a "majority rule" approach to make decisions. Specifically, if more than half of the video's frame is classified as stego, the entire video may be classified as containing secret information. This method requires decoding the entire video and classifying the majority of image frames in the video so the complexity of the method is quite high. A more optimal solution is applied in [5] by checking in turn. In this solution, after checking a frame, making a decision whether the video is stego or not, or needs to be checked for the next frame. Specifically, if the number of frames classified as stego is more than the number of frames calculated from the False Positive Rate, the video will be classified as stego. On the contrary, if the number of frames that are classified as non-stego is more than the number of frames calculated from the False Negative Rate, the video will be classified as non-stego.

1.3. Contribution of Paper

The scientific and practical significance in our paper includes:
- Proposing video steganography detection model based on analysis technique that combine space and time factors. Accordingly, in order to seek the frames that are most similar to the original ones, we propose a calibration method combining both space and time factors. This is a novel approach. Details about this approach are presented in section 3 of the paper.
- Proposing to use machine learning method to detect videos hidden information. Accordingly, in the paper, we propose a new method for selecting and extracting the features of the original frames and calibration frames in the video based on 2 transforming techniques: DCT and Markov. Finally, based on the extracted features, we use Support Vector Machine (SVM) algorithm to classify frames into hidden information or not. Details of the feature extraction process are presented in section 3.2 of the paper. In section 4, we present the experimental results of video steganography classification according to our proposed method.

2. RELATED WORK

There are two main approaches to detect video steganography [3]:
- Target-oriented detection technique: These techniques only work on a specific system or steganography technique and are sometimes limited by the format of images and videos. These techniques are based on the research on a specific steganography algorithm in order to find the statistically significant changes of the containing object after embedding secret information. The detection result for these techniques is usually very accurate. However, these techniques don't have the flexibility and high applicability because it is difficult to expand their operation for other steganography techniques. Accordingly, Budhia [6] proposed the first targeted video steganography detection method. The method focuses on detecting hidden messages inserted in frames of the original video by exploiting redundant information between frames on the time domain. These hidden messages are inserted into the original video based on the Gaussian spread-spectrum steganography algorithm [7], [8]. In this method, the original video or cover video is denoted by \( U_k(m,n) \) where \( 1 \leq k \leq N \) is the number of frames and \( m, n \) is row and column index of pixels. The hidden message is expressed as a binary, after being transformed into a signal, it is embedded in
the original video and denoted by $W_{i}(m,n)$. The video signal that is embedded secret message is represented by the following equation:

$$X_{k}(m,n) = U_{k}(m,n) + \alpha_{k}(m,n)W_{k}(m,n)$$

with $k = 1,2,3,...N$ (1)

Where $\alpha_{k}(m,n)$ is a ratio coefficient that is used to control the magnitude of the hidden message in order to balance the sustainability and the invisibility of the steganography algorithm.

- Blind detection technique: The technique is designed to detect in every steganography technique and format of the containing objects. The blind detection technique 'learns' the differences in the statistical features of stego and non-stego images to classify these two image layers. The 'learning' process is performed by applying machine learning and deep learning algorithms on an existing data set. Blind steganography detection techniques are often less accurate than target-oriented detection techniques, but they are more scalable and higher applicability. Pankajaksan and Ho [9] proposed applying the blind detection technique for static image steganography proposed by Xuan [10]. In order to works optimally for video, the image steganography detection method was modified and exploited the time correlation between the frames in the video. Accordingly, in the method of detecting image steganography, Xuan proposed to use the statistical moments of the characteristic wave function (CF) as the feature vector. The image is first separated using a three-level discrete wavelet transform (DWT) and the features are extracted from the image channels created after the transformation. The characteristic function of a random variable is actually a Fourier transform (with the sign of the exponential function reversed) of the probability density function (PDF). In the study [11], Shi and et al showed that noise caused by the content of the original image in the feature vector for classification can be excluded based on spatial prediction techniques. Accordingly, the adjacent frames in the video often have a high degree of correlation between space-time. This correlation was applied to optimize the image steganography detection method that is presented in section 1 for detecting video steganography. Jainsky [12] proposed a blind video steganography detection method using time correlation between frames to improve detection capability. This method uses the interpolation technique in video processing to create new frames in order to increase the ability to detect video steganography. The special in this method is the use of signal processing technology and detection theory to detect steganography instead of using machine learning or deep learning.

In this paper, we propose a method to detect video steganography based on the blind spot. Besides, based on the existing studies and proposals, we propose a new feature extraction method to improve the effectiveness of the steganography detection method.

3. PROPOSE THE MODEL OF DETECTING VIDEO STEGANOGRAPHY

3.1. Model of Detecting Video Steganography Using Machine Learning
From Figure 1, our method for detecting video steganography is described as follows: The video is first separated into frames. These frames are then put into the calibration process. At the calibration step, we will try to recreate the original frame (or frame that has approximately value with the original frame of the video) to calculate the feature vector. In this study, we propose to combine the two calibration methods used in the two studies [9], [13] including collusion and pixel prediction. The collusion method exploits time correlation and the pixel prediction method exploits the space correlation of frames in order to obtain the most optimal reference frame that closes to the original frame value of the video before being embedded. The frames will be processed by the collusion method.

Specifically, the estimated value of the k-th frame is calculated by the collusion method as follows:
\[ U'_{i} = \Pi_{k}(Y_{i}) = \begin{cases} \frac{1}{2L+1} \sum_{j=1}^{L} Y_{j} & 1 \leq k \leq L \\ \frac{1}{2L+1} \sum_{j=L+1}^{N-L} Y_{j} & L \leq k \leq N-L \\ \frac{1}{2L+1} \sum_{j=L+1}^{N-L} Y_{j} & N-L < k \leq N \end{cases} \] (2)

Where \( U'_{i} \) is the \( k \)-th estimated frame of the video, \( Y_{i} \) is the frame of the video that needs to be checked in position \( i \), \( L \) and \( N \) are respectively the number of frames to estimate and the total number of frames of the video.

The estimated frame \( U'_{i} \) is then predicted pixel to obtain the final reference frame according to the following formula:

\[ \hat{x} = \begin{cases} \max(a,b) & e \leq \min(a,b) \\ \min(a,b) & e \geq \max(a,b) \\ a + b - c & \text{otherwise} \end{cases} \] (3)

With \( \hat{x} \) is the predicted value of the pixel \( x \) and \( a, b, c \) are the neighboring pixels.

3.2. The Feature Selection and Extraction

Fridrich [19] proposed a feature set to classify and the concept of calibration in the blind image steganalysis method applied to JPEG images. In the paper, the concept of calibration is described as some information of the stego image object that can be restored almost fully based on the information of the stego image object. The calibration process helps increase the influence or sensitivity of features in embedding processes. Calibration is also applied in Markov’s feature set described in [17]. Combining calibration with feature dimension reduction in this feature set, Pevny has created a unified feature set including 274 dimensions. This feature set has the ability to classify multiple classes that hidden secret information with six different common steganography algorithms [16]. Besides, Lyu and Farid [20] use the assumption that the probability density function (PDF) of coefficients on wave channels can be changed after the embedding process. In [21], a three-level wave transformation was applied to separate image, then the first four moments of the PDF consisting of the mean, standard deviation, skewness and kurtosis of coefficients in channels in three directions (vertical, horizontal and diagonal lines) of each level are used as a feature set. Sullian [22] modeled the dependency of the stego frames that are embedded secret information by different algorithms and the normal frames that do not contain hidden information. Then extracting features from the frames and using them directly as inputs to machine learning algorithms. These features were selected to provide the most accurate predictive model. In the testing phase, the model that is obtained after the training phase will be used to detect frames containing hidden information. The testing phase is essentially the implementation phase of a steganography detection system in reality, verifying whether a new video contains frames containing hidden information or not. The test results on each frame will be the input of the decision block to make the final classification result of the whole video.
between pixels in a Markov series and described it by the gray-level co-occurrence matrix (GLCM) in reality. The idea of this method is that embedding data can disturb local correlations in the image. The correlation mentioned here mainly refers to the dependence between pixels of the image in space, and the dependence between intra-block and inter-block DCT coefficients in JPEG images. In this paper, we will use two main methods to extract features: DCT and Markov.

3.2.1. DCT feature extraction

The frame is converted to the block DCT coefficients in the same way as the processing in the JPEG image standard. These coefficients are denoted \( d_{i,j}(k) \) with \( i,j=1...8, \ k=1...n_b \), with \( d_{i,j}(k) \) is the (i, j)-th quantized DCT coefficients of k-th block (with the total block is \( n_b \)). Feature extraction functions are described below:

1. The first function is the histogram \( H \) of \( 64 \times n_b \) DCT coefficients:

\[
H = (H_1, ..., H_R)
\]

Where \( L = \min_{i,j,k} d_{i,j}(k) \), \( R = \max_{i,j,k} d_{i,j}(k) \). Only 11 histogram features \( H_l \) with \( l \in \{-5,...,5\} \) are used.

2. The next five functions are histograms of the coefficients of 5 distinct DCT samples \( (i,j) \in \{(1,2),(2,1),(3,1),(2,2),(1,3)\} \) and only the histogram value in the range \( \{-5,...,5\} \) is used

\[
h_i^s = (h_i^{s,1}, ..., h_i^{s,6})
\]

3. The next 11 function is dual histograms that are performances by the matrix 8x8 \( g_{i,j}^d \), with \( i,j=1,...,8, d = -5,...,5 \).

\[
g_{i,j}^d = \sum_{k=1}^{n_b} \delta(d,d_{i,j}(k))
\]

Where \( \delta(x,y)=1 \) if \( x=y \) and equal to 0 otherwise. To minimize the number of feature, only \( (i,j) \in \{(2,1),(3,1),(4,1),(1,2),(2,2),(3,2),(1,3),(2,3),(1,4)\} \) are selected. The next six functions record the inter-block dependence between the DCT coefficients.

4. The first function is the deviation \( V \)

\[
V = \sum_{k=1}^{n_b} |d_{i,j}(k) - \bar{d}_{i,j}| / \bar{d}_{i,j}
\]

With \( l_i \) and \( l_c \) symbols for block index vectors \( 1,...,n_b \) when scanning images in rows and columns.

5. The next two functions record the closure of the image

\[
B_i = \frac{\sum_{k=1}^{n_b} \sum_{j=1}^{8} |d_{i,j}(k) - \bar{d}_{i,j}|}{n_b} + \frac{\sum_{i=1}^{8} \sum_{j=1}^{n_b} |d_{i,j}(k) - \bar{d}_{i,j}|}{n_b}
\]

6. The remaining functions are calculated from the co-appearing matrices of the surrounding DCT coefficients.

\[
C_i = \frac{\sum_{j=1}^{8} \sum_{k=1}^{n_b} \delta(d_{i,j}(k), d_{i,j}(k+1)) / \bar{d}_{i,j}}{\bar{d}_{i,j}}
\]

Where \( (s,t) \in [-2,2] \times [-2,2] \)

3.2.2. Markov feature group

Firstly, the matrix \( F(u,v) \) of the image is built from the block DCT coefficients of the image. From this matrix, we obtain other matrices in the horizontal, vertical, main diagonal, and sub diagonal directions as follows:

\[
F_x(u,v) = F(u,v) - F(u+1,v) \quad (10)
\]

\[
F_y(u,v) = F(u,v) - F(u,v+1) \quad (11)
\]

\[
F_{ux}(u,v) = F(u,v) - F(u+1,v+1) \quad (12)
\]

\[
F_{uy}(u,v) = F(u+1,v) - F(u,v+1) \quad (13)
\]

To reduce the number of feature dimensions, only the values \( [-4,+4] \) in the matrix are used. From here, we calculate the conversion matrix as follows:

\[
M_i(i,j) = \frac{\sum_{u=1}^{5} \sum_{v=1}^{5} \delta(F_x(u,v)=i,F_y(u+1,v)=j)}{\sum_{u=1}^{5} \sum_{v=1}^{5} \delta(F_x(u,v)=i)}
\]
Where:

\[ uS \text{ and } vS \text{ are dimensions of image, } \delta = 1 \text{ if and only if input condition is satisfied.} \]

The final feature is the average of the four conversion matrices.

### 3.3. Classification Method

To evaluate the effectiveness of the video detection process, in this paper, we will use the SVM algorithm. SVM is a supervised machine learning method, introduced by Vapnik (1995) [23]. For simplicity, consider the binary classification first, then extend to multi-class classification problem. The basic idea of SVM is to construct a border which separates the data samples into two parts, corresponding to two classes, so that the distance from the training samples to the border are farthest possible [24, 25].

A linear function which discriminates two classes will be in following form:

\[ y(x) = w^T \Phi(x) + b \]  \hspace{1cm} (1)

In which:

- \( w \in \mathbb{R}^m \) is a weight vector or standard vector of hyperplane.
- \( b \in \mathbb{R} \) is deviation.
- \( \Phi(x) \in \mathbb{R}^m \) is the feature vector, \( \Phi \) is the mapping function from input space to feature space.

Let’s say the input data set includes \( N \) samples \( \{ x_1, x_2, \ldots, x_N \} \), with the labels vector is \( \{ t_1, \ldots, t_N \} \), in which \( t_n \in \{-1, 1\} \).

SVM approach to solves this problem is based on a margin concept. Margin is the minimum distance from the hyperplane to every data point or the distance from the hyperplane to the nearest point, and the best hyperplane is the one that has max margin.

The formula for distance from data point to the hyperplane is as the follow:

\[ \frac{|y(x)|}{||w||} \]

Suppose the hyperplane divides the training data set into two separate classes, then \( t_n y(x_n) > 0 \). Therefore, the distance from \( x_n \) to the hyperplane can be rewritten as the follow:

\[ \frac{t_n y(x_n)}{||w||} = \frac{t_n (w^T \Phi(x_n) + b)}{||w||} \]  \hspace{1cm} (18)

Margin is the distance to the nearest point \( x_n \) in the data set, and we want to find the optimal values of \( w \) and \( b \) by maximizing this distance. This problem can be rewritten as the below formula:

\[ \arg \max_{w, b} \left\{ \frac{1}{||w||} \min_{n} \{ t_n (w^T \Phi(x_n) + b) \} \right\} \]  \hspace{1cm} (19)

The problem of maximum optimization \( ||w||^{-1} \) can be converted to the problem of minimum optimization of \( ||w||^2 \) and with adding the Largange factors, the above formula becomes:

\[ \min_{w, b} \left\{ \frac{1}{2} ||w||^2 - \sum_{n=1}^{N} a_n (t_n (w^T \Phi(x_n) + b)) \right\} \]  \hspace{1cm} (20)

In which \( a = (a_1, \ldots, a_N)^T \) are Lagrange factors.

After a number of transformations, such as calculate the derivatives by \( w \) and \( b \), then calculate \( w \) and \( b \) and do the substitution, will lead to the following optimization problem:

\[ \sum_{n=1}^{N} a_n - \frac{1}{2} \sum_{n=1}^{N} \sum_{m=1}^{N} a_n a_m t_n t_m k(x_n, x_m) \]  \hspace{1cm} (21)

In above formula, the kernel function is defined by \( k(x_n, x_m) = \Phi(x_n)^T \Phi(x_m) \). Note that all the points which are not on the margin will not affect to the value of objective function, because we can choose \( a_n = 0 \). The remain data points \( (a_n \neq 0) \), called the support vectors, are interested in the process of SVM training. The classification of a new data point only depends on the support vectors.

We can determine the parameter \( b \) based on the support vectors. Although by using only one vector \( x_n \) we can find out the value of \( b \), but to ensure
the stability, b will be calculated by average values based on all the support vectors.

\[ b = \frac{1}{N_S} \sum_{n \in S} (t_n - \sum_{m \in S} a_m^* k(x_n, x_m)) \]  

(6)

In which, \( N_S \) is the total number of support vectors.

In the case of multi-class classification, we can build the classification process based on a number of binary-class classifications or build k linear functions \( y_k(x) \) similar to the above function.

SVM has a main advantage that it can process a huge number of features but no need to reduce them to avoid the over-fitting problem. This characteristic is very useful when solving the problems which have big number of dimensions.

4. EXPERIMENTS AND EVALUATIONS

The sample data set is made from 10 AVI videos that have different resolutions and lengths. The 10 selected videos include videos with slow-moving objects (such as slow-motion videos), videos with fast-moving objects (such as sports videos), and videos with fixed frames from the dashcam. To embed secret information in videos, the study used 4 image steganography tools: Openstego, Stegano, Cloackedpixel, and LSBSteg. The frames of video are embedded in turn with a secret message as a 1024-bit hash code of a random string. The data set collected after the steganography process includes 20 videos consisting of 10 stego videos and 10 normal videos with a total number of nearly 30,000 frames. Training in the classification model uses the SVM classifier with testing different parameter values \([25]\). The result that has the most optimal value achieved when the kernel parameter is linear and C is in the range \([10, 100]\).

Table 1: Training Results for Detection Model with SVM Algorithm

<table>
<thead>
<tr>
<th>No.</th>
<th>Kernel</th>
<th>C</th>
<th>Gamma</th>
<th>Data set</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Linear</td>
<td>1</td>
<td>None</td>
<td>274 [17]</td>
<td>68%</td>
</tr>
<tr>
<td>2</td>
<td>Linear</td>
<td>10</td>
<td>None</td>
<td>274 [17]</td>
<td>70%</td>
</tr>
<tr>
<td>3</td>
<td>Linear</td>
<td>100</td>
<td>None</td>
<td>274 [17]</td>
<td>69%</td>
</tr>
<tr>
<td>4</td>
<td>Rbf</td>
<td>10</td>
<td>0.001</td>
<td>274 [17]</td>
<td>40%</td>
</tr>
<tr>
<td>5</td>
<td>Rbf</td>
<td>10</td>
<td>0.0001</td>
<td>274 [17]</td>
<td>44%</td>
</tr>
<tr>
<td>6</td>
<td>Rbf</td>
<td>10</td>
<td>0.00001</td>
<td>274 [17]</td>
<td>46%</td>
</tr>
<tr>
<td>7</td>
<td>Linear</td>
<td>1</td>
<td>None</td>
<td>548 [our]</td>
<td>80%</td>
</tr>
<tr>
<td>8</td>
<td>Linear</td>
<td>10</td>
<td>None</td>
<td>548 [our]</td>
<td>84%</td>
</tr>
<tr>
<td>9</td>
<td>Linear</td>
<td>100</td>
<td>None</td>
<td>548 [our]</td>
<td>83%</td>
</tr>
<tr>
<td>10</td>
<td>Rbf</td>
<td>10</td>
<td>0.001</td>
<td>548 [our]</td>
<td>46%</td>
</tr>
<tr>
<td>11</td>
<td>Rbf</td>
<td>10</td>
<td>0.0001</td>
<td>548 [our]</td>
<td>48%</td>
</tr>
<tr>
<td>12</td>
<td>Rbf</td>
<td>10</td>
<td>0.00001</td>
<td>548 [our]</td>
<td>51%</td>
</tr>
</tbody>
</table>

The initial experiment was run with a video data set that is created with a set of 274 features of the calibration image frame. In the second experiment, a feature set consisting of 548 features was run to demonstrate the proposed hypothesis with the improved calibration technique. The results proved the hypothesis. In the first experiment, the accuracy is only 70%. However, in the second experiment, the accuracy is approximately 84%. This is a significant improvement. From the experiment results, we can see that the feature set 274 works effectively in the blind steganography detection system with a relatively high accuracy rate. Besides, the space-time correlation between frames can be used to increase the accuracy of the steganography detection system. Finally, we see that the hypothesis proposed by \([12]\) about improving calibration techniques is correct.

5. CONCLUSIONS

Detecting video steganography has been and will be a difficult task for steganography detection systems. In this paper, we solved 2 main tasks. For the video steganography detection model based on the analysis technique that combine both space and time factors, we succeeded in calculating
the correlation between these factors to be able to extract the frames most similar to the original frame. This problem is very important and necessary in order to improve the efficiency on time and accuracy of the process of seeking and extracting original frames based on the transformed frames. In addition, for the feature selection and extraction, we successfully extracted the basic characteristics of the frame based on DCT and Markov methods. The experimental results in Table 1 have shown that our proposed method is more effective than other studies. This result proves that the features we selected and proposed are effective in classifying videos into stego or not. Thus can see that the research results in our paper have opened up a novel approach to detect video steganography where original frames are recreated not only based on time but also based on space, as well as features of the frame are fully built and extracted. In the next studies, in order to improve the effectiveness of video steganography detection, we will optimize 2 main problems: For the stego frame detection algorithm, we will research and build deep learning models for classifying stego frames based on feature sets presented in the paper; For the video steganography conclusion method, we will use several statistical algorithms and Fuzzy to identify and conclude about hidden video based on each frame.
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