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ABSTRACT 
 

A Convolutional Neural Network (CNN) is a deep learning algorithm that designed to demonstrate a high 
capability of object recognition in image data. This paper has developed a prediction model for handwritten 
classification problem by using CNN. A better performance has proved noticed where this performance has 
demonstrated over three main metrics: learning rate, number of iterations and number of hidden layers 
(model path). The paper suggests a best configuration based on the best reached near accuracy generated 
from different values for these metrics. The accuracy achieved by the suggested model shows the average 
of accuracy generated by each fold of 5-fold cross validation where configurations are selected randomly. 
The experimental results achieved a high score of accuracy with one hidden layer and ten number of 
epochs. A near state of the performance on MINST handwritten digit recognition task in Python using 
Keras deep learning library was developed and discovered. 
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1. INTRODUCTION  
 

Computer vision is a huge topic that include 
different problems such as image classification, 
object detection and localization. The process of 
classification the image includes the classification 
of each pixel into a specific group based on a 
certain set of rules. In general, the classification can 
be supervised or non-supervised. Depending on 
whether there is a prior knowledge about the 
classes. The supervised training includes teaching 
the classifier to define the object by training it with 
dataset. Many techniques in the machine learning 
field are developed in the literature to achieve that 
and learn from examples such as Support Vector 
Machine [1] and K-Nearest Neighbor [2]. 

For larger dataset for a bigger domain, the 
features become more complicated. The deep 
learning is the latest method that finds a complex 
formation in a large dataset to extract information 
and assigns objects into different labelled classes 
from the problem domain [3]. Among deep learning 
methods and algorithms, convolutional neural 
network showed an excellent achievement in the 

classification problem of computer vision domain 
[4].  

Convolutional neural network (CNN) is a deep 
learning algorithm that is designed to operate a two-
dimensional image data. CNN has different 
architectures. The main two elements of it are 
convolutional and pooling layers. Although it 
appears to be simple, but there could be an infinite 
way to arrange these elements. In order to obtain 
the best performance for CNN model, (including its 
architecture and parameters), the hyperparameters 
tuning is the main process that influence on the 
prediction performance [5]. The tradition way to do 
that is manually by testing the performance of the 
network when changing the value of one parameter 
while keeping the other fixed. This way is 
computationally expensive especially when the 
dataset is large and the available resources are 
limited. 

 The success of using machine learning methods 
for any prediction task depends on finding the best 
architecture and tuning its hyperparameters in a 
way that fit the given problem and produce an 
accurate result.  
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How to design the optimal model architecture 
and tune its parameters to best make the prediction 
is the challenge part of using any deep learning 
model [6].     

The main contribution of this paper is to propose 
a deep learning prediction model for handwritten 
classification problem and by using the 
convolutional neural networks. The model 
performance is enhanced by testing its performance 
over three main metrics: learning rate, number of 
epochs and number of hidden layers (model depth). 
The best configuration was selected based on the 
best accuracy generated from the different values of 
these metrics. 

The rest of this paper is organized as follows: 
Section 2 describes the methodology followed to 
build the prediction model. Section 3 gives the 
experimental results and section 4 presents the 
conclusions. 

1.1 Dataset 

The MNIST (Modified National Institute of 
Standards and Technology) dataset is a standard 
dataset which was developed for computer vision 
and deep learning optimization problems [7, 8]. It 
can be used for as the basis for learning and 
developing a prediction model using convolutional 
deep neural network for the image classification 
problem in order to estimate the model and enhance 
its performance [9, 10]. The dataset consists of 
70,000 black and white small square 28x28 pixel 
images of handwritten single digit between 0 and 9. 
The dataset contains 60,000 images are used for 
training and 10,000 images are used for testing. The 
aim of using this dataset is to classify images into 
10-classes that represent the integer value. An 
example of four digits from the dataset is shown in 
Figure 1. 

 

Figure 1: Four digits image from MNIST dataset 

Many machine learning methods starting 
from simple linear classifier to complex deep 
learning neural network models have been used in 
the literature to classify images of MNIST dataset. 
The performance is evaluated by generating a less 
error rate and increasing the recognition accuracy 
[11-14]. 

In this paper, MNIST dataset is used to 
develop and evaluate a methodology using 
convolutional neural network in order to solve 
image classification problem. 

 
1.2 Methods 
Convolutional Neural Network 

Convolutional neural network (CNN) is a 
type of deep neural network that can be used in 
many applications to analysis visual images [15]. 
Some of these applications include image 
classifications [16], voice recognition [17], natural 
language processing [18], time-series forecasting 
[19] and more. 

The architecture of CNNs consist of input 
and output layers as long as multiple hidden layers 
that convolve with a multiplication to results as a 
series of convolutional layers. The architecture can 
be viewed as a combination of three types of layers: 
convolution, max-pooling and classification, as 
shown in Figure 2. 
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Figure 2: CNN architecture [20] 

The convolution and max-pooling layers 
are feature extractors layers that passes its output as 
an input to the next layer. The features in the high-
level are derived from features propagated from 
low-level layers, where the dimensions of the 
features reduced as the features propagated to the 
highest-level layers. To increase classification 
accuracy, the number of feature maps may be 
increased for a better representation of input image 
features. A fully connected layer in the output layer 
receives output from the last layer in the feature 
extractors layers as an input. The feed-forward 
neural network (FFNN) is used for that to improve 
performance [21, 22].  

The activation function of convolutional 
layer if usually RELU which are then followed by 
pooling layer that summarize the output.  

The input of CNN is a tensor, which is an 
algebraic object with a shape that represent 
(number of images) x (image hight) x (image 
width) x (image depth). The image is passed to the 
first convolutional layer in order to extract features. 
The aim is to reduce the image to an easier form 
without losing its features. The image is abstracted 
to a feature map with a defined size. The 
convolutional layer applies RELU function and 
passes its output to the next layer in the deep 
architecture [23, 24]. 

The pooling layer then gets the output of 
the convolutional layer to summarize it by reducing 
its dimension by combining the output of a neuron 
cluster to a single neuron. It can be achieved by 

computing the average or max value for the 
neurons of the cluster. The pooling layer reduces 
computational power needed to process the data by 
reducing dimensionality.  

After this, the image is flattening into a 
vector. The vector is fed to a feed-forward neural 
network and the backpropagation algorithm is 
applied. After a certain number of repeated epochs, 
the model can classify the image using Softmax 
classification technique that applies Softmax 
function. 

Figure 3 shows an example of the CNN 
architecture. 

 
Figure 3: CNN network to classify handwritten images 
 
1.3 Related Works 
Different researches have been conducted in the 
literature in the field of digit recognition and by 
using different machine learning techniques. In 
[25], the authors investigated the influence of a 
number of network parameters such as number of 
layers, stride size, receptive field and kernel size for 
CNN handwritten digit recognition. The results 
show that a fine tuning of hyperparameters can 
improve CNN model performance. Pham et al. in 
[26] used Recurrent Neural Network (RNN) with a 
regularization technique of Dropout method to 
improve the performance of handwritten 
recognition model. The results show an 
improvement in the model performance by 
decreasing the character error rate and word error 
rate. Shi et al integrated CNN and RNN for scene 
text recognition and found that the integration 
outperforms the tradition methods of recognition 
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[27].  A deep convolutional neural network model 
is proposed in [28] for semantic segmentation. The 
proposed model architecture consists of decoder-
encoder networks.  
The CNN is widely used in the literature for 
recognition tasks, including Arabic language 
recognition [29], handwritten Tamil character 
recognition [30], handwritten Urdu text recognition 
[31, 32], Chinese handwritten text recognition [33, 
34], Telugu character recognition [35] and Indic 
scripts hand written character recognition [36]. 
The performance of CNN model depends mainly on 
the choice of network hyperparameters (such as 
number of hidden layers, activation function, 
number of epochs, learning rate, etc) [37]. These 
parameters control the way the algorithm can learn 
from the data to extract features and make the 
prediction [38]. A good choice of these parameters 
guarantees the generation of a satisfiable prediction 
result. This paper investigates the influence of three 
CNN hyperparameters which are learning rate, 
number of epochs and number of hidden layers on 
the performance of CNN for handwritten digit 
recognition. 
 

2. METHODOLOGY 

A new model is developed from the 
scratch. The development involves the running of 
four main steps: 1) Dataset preparation. 2) Model 
design. 3) Model evaluation. 4) Results 
presentation. Based on the results generated from 
the model, the configuration of its architecture is 
optimized to enhance accuracy and produce better 
results. The details of each phase are given below. 

2.1 The Dataset Preparation 

Each image in the dataset is of size 28x28 
and each image is of grayscale (the pixel value of 
each image is between 0 and 255 to represent black 
and white). The first step of preparing dataset for 
training is to scale the pixel values for modelling to 
be within the range [0,1]. 

The next step is to split the dataset for 
training and testing. The dataset already divided 
into two sets: training and testing. as mentioned 
before, the training set contains 60,000 images, it 
can be divided into two sets: training and validation 
in order to estimate the performance of the model 
using a specific metrics which is k-fold cross 
validation.  

2.2 Model Design 

This step involves the creation of a 
baseline convolutional neural network model able 
to classify the MNIST dataset. The model can be 
configured according to the results to enhance its 
performance. 

The model is composed of two main 
aspects: the first one compromised of convolutional 
and pooling layers and is responsible of extracting 
features from each input image, the second classify 
the output and make the prediction. The first aspect 
of the model (convolutional and pooling) can be 
repeated to produce a deep architecture. It can be 
determined based on the performance and the 
accepted level of accuracy. 

We started with a single convolutional 
layer with small filter size (3, 3) followed by a max 
pooling layer. The output layer has 10-neurons to 
classify image into 10 different classes. The 
softmax activation function is used for that. A 
dense layer (fully connected layer) is usually added 
between convolutional and output layers to 
interpret the features well.  

The neural network has a number of 
parameters that affect on its performance. The 
configuration of the network includes the tuning of 
these parameters to enhance the performance [39]. 
Some of these parameters include: Learning rate, 
Momentum, Number of layers, Activation function 
and more. According to the problem domain, the 
parameters that are needed to be investigated are 
chosen. In the problem proposed in this paper, we 
started with this initial configuration:  

Learning rate: 0.01. 

Momentum: 0.9. 

Number of layers: 1. 

Activation function: RELU. 

Batch size: 32. 

Number of epochs: 10 

A five-fold cross validation is used to 
evaluate the baseline model, where the performance 
is evaluated by finding the mean of the five folds 
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and the standard deviation as discussed in the next 
section. 

2.3 Model Evaluation 

The model is evaluated by repeating 
running five times using five-fold cross validation. 
Because dataset is of large size, the running will 
take long time, so the choosing of five-fold is done 
to reduce running time needed for the evaluation. 
As mentioned before, the training dataset has 
60,000 samples. The training dataset is split into 
two main groups: Training and Validating with a 
percentage of 80% to 20% used for them. The 
validating results are used to evaluate the model 
each time. 

2.4 Results Presentation 

After evaluating the model, the results can 
be represented either by plotting the model 
performance which will give an idea about model 
overfitting, underfitting or has a good fit for the 
dataset. The other way to present results is by 
evaluating the mean and standard deviation for the 
classification accuracy collected during each fold of 
the training. 

2.5 Optimization Metrics 

In order to improve on the model 
performance, there are many metrics that can be 
explored for improvement in the learning 
algorithm. In this paper, we investigated the effect 
of the following metrics in the model performance: 

1. learning rate: Testing the impact of 
using large or small value of learning rate. 

2. Number of epochs: Evaluating the 
model performance over different number of 
epochs. 

3. Model Depth: Adding more 
convolutional and pooling layers. 

The evaluation of the model scenario can 
be continued as long as the time and resources are 
suitable for that. Many ideas can be applied to 
improve the performance. At some point, the model 
should be finalized with the chosen configurations. 
The model is then can be used to make the 
prediction on the testing dataset. 
 

3. EXPERIMENTAL RESULTS 
 

The experiments were developed in 
python using Keras deep learning libraries provided 
to create a convolutional neural network. The first 
experiment run over the baseline model where 
accuracy is evaluated after each fold, then mean 
and standard deviation are estimated. The results 
are shown in Table 1. 

 
Table 1: Accuracy achieved by baseline model 

Fold  Accuracy 

Fold 1 98.467 

Fold 2 98.325 

Fold 3 98.558 

Fold 4 98.825 

Fold 5 98.767 

 
The skills are summarized by finding 

mean and standard deviation as follows: mean = 
98.61875, standard deviation = 0.227. 

The experiment is repeated to evaluate the 
model performance over different learning rate, 
different number of epochs and different depth 
(more convolutional and pooling layers). The 
optimization can be determined based on the 
results. The best configuration will be chosen to 
represent model architecture. The results of mean 
and standard deviations are summarized in the 
tables below and the figures represent performance 
of each configuration. 

 
Table 2: Accuracy achieved by baseline model over 

different learning rate 
Learning rate Mean Standard 

Deviation 
0.01 98.61875 0.227 

0.05 98.4532 0.235 

0.08 94.6434 2.558 

0.1 89.5481 5.341 

0.15 86.0762 7.529 
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Figure 4: Mean of 5-fold using different learning rate 

value 
 

Table 2: Accuracy achieved by baseline model over 
different number of epochs 

Number of 
epochs 

Mean Standard 
Deviation 

10 98.61875 0.227 

15 98.785 0.118 

20 98.7432 0.145 

25 98.695 0.147 

30 98.613 0.151 

 
 

Figure 5: Mean of 5-fold using different number of 
epochs 

 

Table 2: Accuracy achieved by baseline model over 
different number of hidden layers 

Depth  Mean Standard 
Deviation 

1-layer 98.61875 0.227 

2-layers 98.9052 0.130 

3-layers 98.218 0.187 

 

 

Figure 6: Mean of 5-fold using different number of 
hidden layers 

 
3.1 Discussion  

The model presented in this paper used 
CNN to classify handwritten images for the MNIST 
dataset. The accuracy achieved by the baseline 
model is summarized by finding the average of 
accuracy generated by each fold of 5-fold cross 
validation where configurations are selected 
randomly. In order to evaluate the model and 
estimate the performance by changing its 
configurations, three metrics were selected for that: 
the learning rate value, the number of epoch and the 
depth of the model architecture. 

The best value for the learning rate can be 
chosen by experiment. The behaviour of model 
performance depends on the dataset used to build 
the model, this means that the best value of learning 
rate that generate the best accuracy can be changed 
if the problem domain changed and dataset also 
changed. For the problem which is investigated in 
this paper, it can be seen from table 2 and Figure 4 
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that 0.01 value generates the best accuracy. The 
increasing in the learning rate value reduces 
classification accuracy of the model. this value can 
be used as an optimal learning rate value to 
configure CNN model of handwritten classification 
problem. 

For the number of epochs metric, the 
results showed that giving the model more time 
with a greater number of epochs to train does not 
mean that results will be enhanced. On the other 
hand, the complexity increased as more time 
needed to make the prediction. The best accuracy 
achieved when the number of epochs is 15, this 
value can be used for the model configuration 
setting.  

The standard deviation can give a view 
about how much the group values are far from the 
mean of this values. A high value of it means that 
data is less reliable and the low value means that 
data is more reliable and closed to the mean value. 
It can be seen from tables 2 and 3 that lowest value 
for standard deviation generated for the best 
selected learning rate value which is 0.01 and 
number of epochs which is equal to 15. 

The depth of the model architecture can 
influence on increasing accuracy by adding more 
hidden layers. Some problems may not need to 
increase the model depth, it depends on the data 
used to train the model. for large dataset, increasing 
the depth of the model helps on capturing data 
dependency. On the other hand, the complexity 
increases and the time to train the model will also 
increase. In this paper, the model performance is 
investigated over one, two and three hidden layers. 
The best results achieved for two hidden layers 
with best value generated for mean and standard 
deviation as shown in Figure 6. 

It can be concluded that the selection of 
best hyperparameters to be selected for the model 
configuration depends on the dataset used to build 
the model, the problem domain and resources 
available to run the model and make the prediction. 

 
3.2 Advanced Training Methods 
For efficient training of CNN, some advanced 
techniques may be considered for better model 
learning. This includes: input image pre-processing, 
weight initialization, batch normalization, 
activation function and more. A brief discussion for 
each one of them is given below. 
1. Input image pre-processing: Different scaling 
methods can be applied on the input before feeding 
it to the network. Some of them includes random 
cropping, color jittering, sample rescaling and 
many more. 

2. Weight initialization: The weight initialization of 
the neural network is an important step that has a 
big effect on the performance of the network [40].  
For a high-dimensionality CNN training, the 
weights should not be symmetrical because of 
back-propagation process. Therefore, an efficient 
initialization technique is preferable and important 
for the training. Some techniques that are proposed 
through literatures by LeCun and Bengio include 
scaling the weights by the inverse of the square root 
of the number of input neurons of the layer [20, 41, 
42]. 
3. Batch normalization: Is a technique used to 
accelerate network training by automatically 
standardize the input to a layer in the deep learning 
to improve the performance of the model. The input 
is transformed in a way to have a mean of zero and 
a standard deviation of one [43, 44].  
4. Activation function: The traditional activation 
functions used in the implementation of neural 
networks are Sigmoid and Tanh. ReLu activation 
function is recently and widely used to solve 
vanishing gradient problem by keeping all the 
values above zero and setting all the negative 
values to zero [45]. The activation function plays an 
important role in learning the weights of CNN and 
other deep neural network architecture. Several 
improved versions of ReLu have been proposed to 
enhance learning accuracy such as Leaky ReLu, 
ELU, MELU and S shape Rectified Linear 
Activation units [46, 47, 48]. 
Several methods that can be used for efficient 
training of CNN and other deep neural networks. A 
future works for the proposed model for better 
accuracy may include the using of such methods.  
 
 4. CONCLUSIONS 

This paper proposed a deep neural network 
model based on the using of convolutional neural 
networks to classify the handwritten images from 
MNIST dataset. The MNIST dataset was used in 
this experiment for the model training and 
performance evaluation. The dataset is divided into 
two groups: training and testing, the training was 
used for the model training and the testing was used 
for the performance evaluation where the 5-fold 
cross validation was used to repeat running of 
model performance over MNIST dataset. The 
experimental results achieved a high score of 
accuracy with one hidden layer and 10 number of 
epochs. The performance was enhanced by testing 
the model over different configurations. The 
configuration metric which are investigated in this 
paper are: learning rate, number of epochs, model 
depth. The results show that the choosing of the 
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best learning rate value can be determined by 
experiment. The increasing in the number of epochs 
increases the complexity and does not guarantee the 
enhancement in the model performance. The depth 
architecture has a great effect on model 
performance especially for complex and large 
dataset.  
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