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ABSTRACT 

This article presents a strategy for the calculation of paths in indoor and static labyrinth-type environments, 
using a camera on the stage as a sensor. An algorithm is applied that uses the skeletonization of a binary 
image as the basis for the calculation of the path, which, despite being a technique that comes from image 
processing, is used in a satisfactory way to this problem in a variety of scenarios with different degrees of 
difficulty, so that it can solve any type of labyrinth with different geometry and number of branches in its 
path. In this implementation a refined algorithm is used that applies two techniques derived from the 
skeletonization of the image and that take different paths to reach a possible solution; the algorithm 
determines the complexity of the problem by evaluating the amount of branches that the binary skeleton has, 
if the number of possible branches of the binary tree is less than a threshold, then, a technique that measures 
the distance of each path is applied as a strategy to calculate the shortest path, if the number of branches is 
greater than the determined threshold, a technique that removes points at the end of paths not connected to a 
possible path is applied, this is done by calling a routine in a recursive way until the only two end points in 
the path are the start and end points of the path. 

Keywords: Autonomous robot, Path planning, Skeleton Technique, Maze. 

1. INTRODUCTION 

With the current computing capabilities, 
have allowed a number of solutions using image 
processing, either in local application or from the 
cloud, this work will show several applications of 
techniques used to calculate the trajectory of a 
mobile robot differential type in static environments, 
which in the end can be applied in dynamic 
environments such as ad-hoc vehicle networks 
applied to services in civil roads [1], seeking control 
of vehicles, recognition and tracking of people, to 
obtain a response to detect suspicious people and 
vehicles that do not comply with the rules 
established in the road [2] [3]. 

In route planning systems for mobile 
robots, systems are required to verify the position of 
the mobile robot and obstacles, so in most 
applications it is required, in addition to the use of 
machine vision system, to use sensor systems as 
backup to avoid collisions and / or local minimum, 
in this case the most used systems for its low cost 
and ease of implementation are ultrasonic sensors [4] 
and optical type sensors. These two systems have 
evolved and allow two-dimensional 360-degree 
maps to be made using sensor rings in the case of 
ultrasound or rotating systems when an optical 
sensor is used, making navigation systems more 
accurate and easier to use in support of machine 
vision tools. 
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The autonomous operation of each sensor 
regardless of the nature [5][6] and their low cost, 
make these systems applicable to the development of 
more complex algorithms, which have given a new 
direction to autonomous on-board navigation 
systems [7][8]. These algorithms, supported by the 
advance of the sensor, have been applied to land 
vehicles and autonomous flyers [9] connected to the 
ground wirelessly. They process the information by 
means of SLAM (Simultaneous localization and 
mapping), which corrects the problems of loss of 
information, and to minimize these errors, an 
extended Kalman filter method (EKF) [10] has been 
incorporated to avoid errors in navigation, In other 
words, the combination of signal processing 
algorithms and the use of measurement systems 
results in very precise positions and 3D environment 
modeling [11] [12]. In addition to the position of the 
mobile phone, sensor systems can be used to 
measure other variables in highly dynamic 
environments such as forest fires, obtaining 
strategies from measurement of color signals and fire 
movement [13]. 

Satellite communication systems with 
operating sensors installed on the ground give two 
ways of obtaining relative information, with such a 
high amount of information that it is possible to 
obtain real positioning by removing external 
disturbances that influence the sensor located on the 
ground [14] [15], also systems for surgical 
instrumentation based on 3D images increase the 
performance of the processes [16], implementing in 
parallel Graph Cuts algorithms under CUDA() 
processes in the order of organ segmentation [17] 
[18]. 

Thanks to the high performance of today's 
computer equipment, it is possible to generate 
solutions that apply different strategies to solve a 
problem, each one of them applying different 
algorithms, making the system able to make 
decisions autonomously, as to which strategy to use 
in each case, improving response times and possible 
errors due to external disturbances [19] [20].  

In this specific work it is decided to use an 
algorithm, which takes as a parameter the number of 
branching points to measure the complexity of the 
problem and use a faster geometric technique for 
simple labyrinths, but when the labyrinth has many 
branches it uses a recursive algorithm, which 

guarantees a successful resolution of the problem 
regardless of the degree of complexity. 

2. METHODOLOGY 

When performing route planning and 
navigation algorithms for an unmanned robot on a 
plane with immovable objects, it is important to 
perform the solution looking for the best use of 
resources, since the hardware on board is the key 
point for the selection of a processing algorithm that 
fits what we are looking for in this specific task. 

After extensive research and new ideas 
have generated new ways to analyze a plane and 
cross it properly regardless of the size and geometry 
of the unmanned robot, many of these collections are 
based on analysis with an image acquisition system 
with zenithal positioning, this can be seen in Figure 
1 and communication of the robot wirelessly, 
performing the processing of the entire plane in just 
fractions of seconds. 

 

 

Figure:1 Route Planning Using Zenithal Plane. 

The algorithms based on physical 
homologues are the most familiar so that a person 
who wants to make an implementation can 
understand the fundamentals of operation of each 
step for the trajectory backward. 

 

2.1 Navigation Algorithms 

A robot which has a notation point in the 
area of R2 is positioned at the point pi within a W 

navigation environment � R2 connected and 
compact with no bay-type obstacles and clearly 



Journal of Theoretical and Applied Information Technology 
31st October 2020. Vol.98. No 20 
© 2005 – ongoing  JATIT & LLS 

 

ISSN: 1992-8645                                                                  www.jatit.org                                                      E-ISSN: 1817-3195 

 
3227 

 

defined boundaries. The limit or boundary of W is 
indicated at ∂W shown in figure 2. The free space in 
which the robot can navigate is denoted by the letter 
E, according to the configuration of W, if there is at 
least one path in E, this allows the robot to move 
from the starting point pi to the point of destination 

ppIf the robot is not in the path, then the strategy 

must define an optimal (some shorter) and safe path 
for the robot's movement. 

 

 

Figure 2: Navigation environment with details of the 
problem formulation [21] 

As in known schemes, the navigation 
medium is divided into a finite set of regions, over 
which a finite transition system is defined. These 
achieved regions are delimited by the limits of the 
environment ∂W and the edges resulting from the 
skeletonization process applied to the free space E. 
These edges establish the possible navigation paths, 
and are defined as points of equidistance from ∂W. 

Each edge of the skeleton is denoted by Y, 
and its ends are either common with ∂W or are part 
of an edge or node of the skeleton. The set of all 
skeletal edges is denoted by �. Each yi ∈ ⌈ is the 

image of an injectable and rectifiable curve defined 
between the boundaries of the ∂W environment and 
the edges of the E-skeleton. rand all regions by R. 

The robot is considered small in relation to 
W and the r regions ∈ R. In addition, the size of the 
robot is considered limited by a diameter circle d in 
R2. The robot must move from pi to a destination pt 
navigating through E. In addition to this, we want the 
selected path to be as short as possible. The 
navigation algorithm must plan the navigation route 
so that the required borders are selected yito make a 

safe and efficient route between the pi y ptprovided 

that the geometry allows the robot to pass through 
the navigation space E. 

2.2 Skeletonization 

Morphological processes in image 
processing are applied with elements with a spatial 
component, more called a structuring object. 
Mathematical morphology is a non-linear image 
processing technique, based on set operations. 

The geometrical vision of operation is to 
compare objects with different shapes, but one of 
them is with an easily recognizable pattern, this is 
called a structuring object. This is seen in figure 3. 

 

 

Figure 3: Object to be processed and its structuring 
element [22] 

The behavior is seen from set theory, this is 
described in a full image, which will exemplify the 
types of operations that are used in general image 
processing based on set theory Figure 4 will describe 
the operations. 

 

 

Figure 4: Different geometric figures A and B show the 
possible assembly operations. [22] 
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In the basic morphological operations used 
in image processing most often are dilation ⊕  and 
erosion ⊝. Its applications are innumerable, 
depending on the choice of the structuring object, 
can be used to find edges, correct errors, search for 
certain geometry in the original image, in figure 5 
are shown a couple of examples of expansion in a 
simple image with two different structuring objects. 

 

 

Figure 5: Expansion processes with structuring elements 
of different geometries. [22] 

For A and B sets in z2The dilation of A by 
B, denoted as A⊕B is defined by equation 1. 

A ⊕ B ൌ ሼZlሺBሻZ
෢  ⋂A ് �ሽ (1) 

The expansion properties are given by 
equations 2,3,4,5. 

𝐶𝑜𝑚𝑚𝑢𝑡𝑎𝑡𝑖𝑣𝑒: 𝐴 ⊕ 𝐵 ൌ 𝐵 ⊕ 𝐴 ሺ2ሻ 

𝐴𝑠𝑠𝑜𝑐𝑖𝑎𝑡𝑖𝑣𝑒: 𝐴 ⊕ ሺ𝐵 ⊕ 𝐶ሻ ൌ ሺ𝐴 ⊕ 𝐵ሻ ⊕ 𝐶 ሺ3ሻ 

𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑣𝑒𝑛𝑒𝑠𝑠 ∶ 𝑠𝑖 0 ∈ 𝐵, 𝐴 ⊆ 𝐴 ⊕ 𝐵 ሺ4ሻ 

𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑖𝑛𝑔 𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛: 𝐴 ⊆ 𝐵 𝐼𝑡𝑖𝑛𝑣𝑜𝑙𝑣𝑒𝑠 𝐴 ⊕ 𝐷
⊆ 𝐵 ⊕ 𝐷 ሺ5ሻ 

The morphological operation erosion is one of the 
most used operations, since it allows to correct 

objects, remove noise and search for edges, this 
using it in its basic form, as it is seen in figure 6 only 
changing the structuring object can achieve different 
effects, but the interesting thing of the 
morphological operations is that they can be used 
mixed, combined and even in an iterative way. 

 

 

Figure 6: Erosion processes with structuring elements of 
different geometries. 

For A and B sets in z2The dilation of A by 
B, denoted as A⊕B is defined by equation 6. 

𝐴 ⊝ 𝐵 ൌ ሼ𝑍𝑙൫𝐵ሻ௓
෢  ⊆ 𝐴ൟ ሺ6ሻ 

Erosion properties are given by equations 
7,8,9,10. 

𝑁𝑜𝑛 െ 𝑐𝑜𝑚𝑚𝑢𝑡𝑎𝑡𝑖𝑣𝑒: 𝐴 ⊝ 𝐵 ് 𝐵 ⊖ 𝐴 ሺ7ሻ 

𝑇𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝐼𝑛𝑣𝑎𝑟𝑖𝑎𝑛𝑡: 

 𝐴௑ ⊝ 𝐵 ൌ ሺ𝐴 ⊝ 𝐵ሻ௑ 

 𝐴 ⊝ 𝐵௑ ൌ ሺ𝐴 ⊝ 𝐵ሻି௑ሺ8ሻ 

𝐸𝑥𝑡𝑒𝑛𝑠𝑖𝑣𝑒𝑛𝑒𝑠𝑠: 𝑠𝑖 0 ∈ 𝐵, 𝐴 ⊝ 𝐵 ⊆ 𝐴 ሺ9ሻ 

𝐶ℎ𝑎𝑖𝑛 𝑟𝑢𝑙𝑒:  𝐴 ⊝ ሺ𝐵ଵ ⊕ … ⊕ 𝐵௄ሻ 

ൌ ሺ… ሺ𝐴 ⊝ 𝐵ଵሻ ⊖ … ⊖ 𝐵௄ሻ ሺ10ሻ 
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As said before, the operations erosion and 
dilation can be used in an iterative way, it is a 
skeletonization algorithm that is nothing more than 
an infinite iteration of an erosion to a binary image 
with a small structuring object of symmetric nature, 
this iteration only stops when the skeleton is only 
one pixel wide, this process can be seen graphically 
in Figure 7 in each of its stages going from the 
numeral a to d. 

 

 

Figure 7: (A) initial figure, (B)maximum disc size 
positions, (C)other maximum disc centered in the corners 

of the figure, (D)complete skeleton of the figure. [22] 

A mathematical definition of the skeletal 
function is made in terms of the basic functions, 
erosion, dilatation and their combinations, which is 
shown in equation 11. 

𝑆ሺ𝐴ሻ ൌ ራ 𝑆௄ሺ𝐴ሻ
௄

௄ୀ଴

 

𝑆௄ሺ𝐴ሻ ൌ ሺ𝐴 ⊝ 𝐾𝐵ሻ െ ሺ𝐴 ⊝ 𝐾𝐵ሻ ⊙ 𝐵 ሺ11ሻ 

With B being a structuring element and 
(A�KB) indicating the number of erosions of A, this 
change is seen in equation 12. 

𝑆௄ሺ𝐴ሻ ⊕ 𝐾𝐵ሻ ൌ ሺሺ… ሺ𝑆௄ሺ𝐴ሻ ⊕ 𝐵ሻ ⊕ 𝐵ሻ ⊕ … ሻ
⊕ 𝐵 ሺ12ሻ 

The skeletonization algorithm can be seen 
as a controlled and iterative erosion morphological 
operation. A repetitive erosion is performed on the 
image, until the object is thinned and regions 
separated by lines (edges) are formed, yi∈ �). This 

erosion is done, using a structuring element or core 
matrix, which is square and smaller than W. The 
process of skeletonization produces navigable and 
safe edges.  

The subsets of yi∈ ⌈ may be part of the 

navigable and safe roads along W. Although, some 
edges of yi∈ ⌈ lead the robot to collide with ∂W. In 
addition, two edges are missing, those that connect 
the graphic with the pi  y pt This is shown in figure 

8. 

 

 

Figure 8: Image skeleton generated for the E-space. [21] 

Before starting the path selection process, 
it is necessary to remove the colliding edges from the 
graph, which have points in common with ∂W. The 
filter applied for this, looks for the points of the 
graph that are intercepted with ∂W (extreme points 
of the graph) and advances erasing the border until 
arriving at a vertex this is shown in figure 9. 
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Figure 9: Skeleton navigation environment plus starting 
point �� and that's it ��. Edges have been removed and 

they had points in common with ∂W. [21] 

To detect both the pixels on the graph that 
intercept ∂W and the pixels on a vertex, the eight 
neighboring pixels on each graph pixel are checked. 
The set of eight neighbors is defined for a pixel p (x, 
y), as shown in Equation 13. The number of active 
neighboring pixels is defined as shown in Equation 
14. 

Nδሺpሺx, yሻሻ ൌ ሼpሺx െ 1, y െ 1ሻ, pሺx, y ൅ 1ሻ, pሺx ൅ 1, y ൅
1ሻ, pሺx െ 1, yሻ, pሺx ൅ 1, yሻ, pሺx െ 1, y െ 1ሻ, pሺx, y െ

1ሻpሺx ൅ 1, y െ 1ሻሽ  (13) 

∇pሺx, yሻ ∈ I: pሺx, yሻ ൌ 1 → k ൌ ∑ Nδሺpሺx, yሻሻj
δ
jୀ1  (14) 

Pixels with k = 2 are border points, those 
with k = 1 are points that intersect ∂W, and those 
with k = 3 or more are vertices. To join the starting 
point pi and the end point pt with borders to the 
graph, the Euclidean distance between these points 
to each point on the graph borders is calculated. This 
allows the shortest distance to be found, a line that 
becomes a new border of the graph Figure 10. 

 

Figure 10: Image of the skeleton composed of two edges 
connecting the points �� y ��. [21] 

 

The image corresponds to the detection of 
W, information that is captured with a digital camera. 
Through the application of specific filters defined 
previously, a segmentation of the navigation 
environment W in regions r ∈ R. This segmentation 
uses the skeletonization of the free space E, a process 
that seeks to represent E with a graph where its edges 
are composed of points, which maintain the 
maximum distance to ∂W. 

The image undergoes a basic process of 
identifying free spaces E. Each image is converted to 
grayscale and then to binary, once the obstacles are 
clearly identified from the background, an obstacle 

dilation or growth operation is applied to identify the 
safe area for the robot's navigation. This dilation 
process increases the size of the obstacles for 

processing by a factor of 
d

2
This guarantees that the 

robot will not crash even though the path has been 
calculated for a single point. 

The next step in the process is the selection 
of the optimal/sub-optimal path. The ideal criterion 
is to find the shortest path with the greatest turning 
angles. Due to the finite and small number of 
possible edge combinations and capable of being 
part of the path between pi y ptfirst, a deep search 
algorithm is implemented. This algorithm is not 
applied to find the solution path, but to find all 
existing paths. 

The algorithm begins by determining the 
starting point pi and end pt making a closed path in 
the image to be analyzed, after this it makes a tour 
through the different possibilities, making decisions 
of why branching adds the next path to the list of 
nodes, all this calculating the distance that the 
mobile robot has traveled, this is done until the point 
ptIn the end, a route is selected with the shortest 

distance possible, as shown in figure 11. 

 

 

Figure 11: Identification of the shortest path. Among all 
the possible edge combinations, the one with the lightest 

weight is selected. [21] 

This determines a possible path, which has 
a smaller distance metric between those analyzed, 
applying the image skeletonization technique, but it 
does not guarantee that it is the smallest of all, nor 
that the mobile can comply with it in terms of 
navigation, since it can present trajectories with 
closed angles or other type of anomalous trajectories 
or "artifacts" as a term derived from image 
processing techniques, to lower the possibility of 
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having this type of trajectories that have a 
characteristic.  

one chooses to make the robot navigate 
through points and not be a line follower, reducing 
the set of points pt ⊂ �, using a technique called 
decimation, so that these points are only 5% of the 
original points, as shown in figure 8. To calculate 
this new family of points using arithmetic 
measurement, new points are calculated that lower 
the inertia of the displacement, smooth the trajectory 
and avoid acute angles and "artifacts" generated 
from the image processing technique and ensure that 
the robot travels along an average and possible 
trajectory, as shown in figure 12. 

 

 

Figure 12: Resulting points after doing a decimation 
process on the obtained path. [21] 

 

3. IMPLEMENTATION 

 

An algorithm is made that takes as a basis 
for its operation image processing techniques 
applied to route planning, for this reason, a stage of 
pre-processing of the image is required, after that, 
low algorithmic complexity using a binary image, 
which accelerates the amount of calculations needed, 
after running the skeletonization algorithm that is the 
basis of the work done, followed by a process of 
capturing and joining the start and end points of the 
route to the original skeleton, at this point the 
algorithm, makes a count of the number of branches 
and makes the decision to perform an algorithm 
based on the measurement of Euclidean distance of 
each possible route segment or on the contrary if it 
uses a recursive algorithm that eliminates in an 
iterative way the end points until a possible solution 

is reached, this process is described in a graphic way 
in the flow chart in figure 13. 

 

Figure 13: Flow chart of the operation of the geometric 
and recursive algorithms for the solution of a maze. 
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In the comparison of this type of navigation 
systems applied to robotics two approaches were 
raised, the application of this algorithm is based on 
how effective it is comparing the response time 
against the number of branch points. The approaches 
are based on the quantification of the length of the 
paths created with the points pi and pt. One taking 
the minimum distance possible and the other based 
on eliminating end points to find a possible route. 

The description of the main points for the 
quantification algorithm will be described below: 

%% Opens the stage image and 
captures the start and end points 

imageStage = imread('maze4.jpg'); 

  

 
% start and end points (x,y), in 
values of the original resolution 

figure(1) 

imshow(imageScenario); 

[px,py] = ginput(2); 

initial = [px(1), py(1)]; 

end    = [px(2), py(2)]; 
 

The first part is to read the captured image 
and capture the start and end point, i.e. the start and 
end coordinates of the route for the calculation of the 
path. 

%% image preprocessing 
imageScenario = 
preprocessing(imageScenario); 
 

Image pre-processing is a function that scales and 
converts the maze into a binary system for 
processing 

%% Skeletonization 
imagePath = 
bwmorph(imageScenario,'skel',inf);     
  
%% Clears the dead ends 
path2image = 
clears_paths_without_out_output(pathim
age); 
%pictureRoute2 = pictureRoute; 
  
%% Joins the starting point and 
the end point of the skeleton 
path2 image = join_point(initial,path2 
image); 
path2image = 
join_point(end,path2image); 

%pictureRoute2 = 
bwmorph(pictureRoute2,'skel',inf);     
 

With the two skeletonized planes, one 
corresponds to the one generated by the initial point 
and the other by the end of the path, they are joined 
to complete the route joining the two skeletons, and 
it is complemented with the elimination of dead ends 
so that later the algorithm finds the possible route 
without losing processing time in this type of paths. 

Unique recursive route selection 
algorithm 
[imageOutput, vectorPath] = 
single_path(start,end,imagePath2,100); 
  
%% Optimize your route 
imRuteOptim = 
optimize_path(pathvector,imageScenario
); 

 
The fundamental part of this comparison is 

in the geometric algorithm, the route selection bases 
its calculation on a more robust mathematical system 
that seeks in a more sophisticated way the solution 
to an arbitrarily chosen labyrinth, this takes into 
account all the possible branching points and defines 
a route under all the possibilities of solution. An 
example of this and its execution time is seen in 
figure 14. 

 

Figure 14: Solution generated by the geometric 
algorithm, with a total of 82 branch points and 0.708 

seconds of execution 

Now the behavior of the recursive 
algorithm will be shown, which, takes off the pt ⊂ ⌈ 
to the points identified as end points of the original 
skeleton in a closed scenario, this algorithm does not 
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analyze the skeleton pt as a binary tree, but rather 
focuses on making use of the pure algorithm, 
through recursion as a unique and powerful tool, 
since by not performing mathematical calculations, 
but only focusing on a cloud of points, can attack 
more complex problems, but with a longer duration 
in the generation of satisfactory results, this results 
in a 100% effectiveness regardless of the number of 
branches and possible paths, routes or intersections 
that have the maze to solve. 

The recursive algorithm performs the 
reading of the captured image, a pre-processing stage 
of the image until it reaches the skeleton, 
immediately after it performs a count and 
decomposition of the paths, and with the parameter 
of branching points, as a final part of the algorithm, 
the iterations of the paths generated in the path 
between pi and pt are eliminated recursively to find 
a solution to the path and that this represents the least 
distance this is shown in Figure 15. 

 

 

Figure 15: Iterative endpoint removal. 

In this way, complex mathematical 
calculations are not performed, and the processing 

time decreases, guaranteeing a result regardless of 
the number of branching points (complex maze 
solutions are mostly appreciated). Thus, it is only a 
matter of time to find a way to more complex mazes 
without depending on the requirements of the system 
on which the algorithm is executed. An example of 
the solution given by this algorithm is shown in 
figure 16. 

 

Figure 16: Solution generated by the recursive 
algorithm, with a total of 82 branch points and 12,753 

seconds of execution. 

4. RESULTS 

The navigation strategies were evaluated 
with multiple mazes of which 11 were documented 
and chosen for their level of gradual difficulty, they 
were evaluated on the same device to ensure that 
both algorithms were evaluated impartially. In Table 
1, the execution times of both algorithms can be seen 
with the number of branch points found and the 
easily observable limit of the number of branch 
points for each one. 

Table 1: Run times and branch points for the evaluated 
algorithms 

Number 
of the 

labyrinth

Recursive 
algorithm 
time (S) 

Geometrical 
algorithm 
time (S) 

Number 
of 

branches

1 0,6 0,236 20

2 3.102 0,64 18

3 5.462 0,361 32

4 5.588 0,44 68

5 12.463 0,932 82
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6 3.720 1.018 88

7 4.387 0,509 162

8 15.864 / 189

9 4.192 / 283

10 26.707 / 636

11 56.471 / 956
 

An example of the execution of these 
algorithms is shown in Figure 17 comparing the 
execution times with the solution to the maze 
proposed for each of the algorithms. 

 

 

Figure 17: Solution generated by geometric algorithm, 
image (A) and time 0.5094 seconds and counter position 

recursive algorithm, image (B) and run time 4.387 
seconds.  

One of the most stringent tests was a maze 
of 636 branching points which had a solution time of 
26,707 seconds for the recursive algorithm, whereas 
the geometric algorithm never had a solution for the 

proposal. Figure 18 shows the proposed solution, 
execution time and number of branches found. 

 

Figure 18: Solution generated by geometric algorithm to 
a highly complex maze 

By testing in mazes with different levels of 
complexity, the recursive algorithm was able to find 
100% of the solutions. In particular, the recursive 
algorithm showed excellent performance in really 
complex mazes, demonstrating a maze solution of up 
to 956 branch points.  

In the case of the geometric algorithm, its 
speed of solution to labyrinths with less than 189 
branch points is up to 3.5 times faster than the 
recursive algorithm, but in more complex labyrinths 
its use becomes unfeasible.  

The tests were performed on an Intel i7-
7700HQ with 12 Gigabytes of RAM running 
Windows 10 64 bits and Matlab R2019a and the 
exponential progression of the processing time with 
respect to the number of branching points can be 
observed. 

5. CONCLUSION 

Considering a series of previous works in 
route planning for mobile robots in static labyrinth-
like environments, carried out by the ARMOS 
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research group, which are solved from the 
computational point of view, using image processing 
techniques combined with geometric and 
algorithmic strategies, a solution is reached that is 
applied depending on the complexity of the problem, 
measured in the amount of branches that the scenario 
analyzed has, 

By using a mixed strategy ensures that 
always get a usable solution, so we made the 
integration of two algorithmic solutions, starting 
from a skeletonization technique, which, in the first 
place applies a geometric technique for small mazes 
and an algorithmic implementation for mazes with 
more branches, a threshold of 189 was determined to 
make the decision of which algorithm to use. 

The recursive algorithm is erratic in its 
behavior, in that it is not linear taking as a metric the 
number of branches, which makes it applicable to 
off-line solutions, which do not have critical 
response times. This behavior can be seen in Table 1 
and has to do with aspects of the maze geometry, the 
image resolution and the format of the input image 
file.  

It is proposed as future work of the group 
and object of interest in the coming works to make 
algorithms to be implemented from video cards or 
FPGA's for parallel processing, and thus lower the 
processing times, so that they are usable in 
applications where the scenario is no longer static 
and that in the end lead to applications fully on board 
and totally autonomous. 
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